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Multicore System-on-Chip Components

The next level of abstraction in the architecture/communication space

Multicore SoC with HW/SW virtual components
HW/SW components provides/request communication services (QoS)

How to implement
HW/SW '
adaptation?

Register-transfer level model
data[1011011] (critical path latency)

Gate level model
1/0/X/U (A ns)
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Networks and System on Chip

SoC: put on a chip what we used to put on boards, 2004:
= ITRS, 70% of ASICS will be SoC
= 10 000 SoC designs, 32 Bn$ Market

Multi-processor:
= More than one instruction set processor on chip
= Complex HW/SW communication
NOC: Network on Chip:
m Multiple HW-SW Cores for computation
®m On chip communication network
Challenges

m ASIC design approaches do not scale

m ASIC designers difficult to adapt (<10% will make it)
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SOC/NOC Architectures

= Heterogeneous Hardware :

m Specific hardware (DSP, MCU ASIC, IP, Memory, non digital....)
= Communication Network (Bus, Switched)
m Glue, non structured logic to links components to Network

= Sophisticated software :
= High level SW (Application/OS )
= Low level hand coded SW (Dedicated CPU, ASIP, DSP)
m SW code to test Hardware

SW code for Test

Application Functions

AP| 1P Dedic *+ Kernel

OS services M wem || | EBO S orvers

(scheduler, IT, /0, ...) R Glue: unstructured logic |8
Y

— All mixed,
HAL. Communication Networks

low level code
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SoC/NoC Design

= Challenges
= 200 Million gates SoC , 6 000 000 lines of RTL code, 600 MY effort
= Dedicated Software complexity larger than HW in 2005
= SW code to test HW, 70% design cost for multi-processor SoCs
= Multiple Instruction set processors

= Current SoC design
= RTL design for hardware System interconnects
= Low level hand coded software for dedicated processors (e.g.
DSP)
= Low level hand coded test programs
= Cycle true co-simulation using multiple ISSs

= Requirements
= Design at a higher level than RTL of hardware interconnect
= Higher level code for dedicated software and test Programs.
= Global mixed and multilevel validation
MPSOC 2002 -
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HW/SW communication design (1)

(1) Single microprocessor

Application SW m Layered & hierarchical
architecture to master
API (OS system calls) complexity and
coordination between
OS services multiple design teams
(scheduler, I/O, interrupts) Requires a combination of
methods and tools that
belong to different
On-chip HW communities
ommunication interconnec The bottleneck: HW/SW

MPU IPs  Memories communication design and
(DSP, MCU) (COTS) debug

Drivers

HW/SW Communication
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Why is HW/SW communication Design
So Complex?

Memory
access
Application Processor
\ architecture
t |
architecture

p )
DMA, HW |/O e

SW Code / OS
Hardware
micro-processor e
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HW/SW communication design (2)

(2) Multiple cores

One OS per
processor?

Distributed OS?

No OS/static
scheduling on
DSPs?

wrapper HAL designed
t by an external
team?

Communication Network
Manual wrapper

design

wrapper
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HW/SW communication services

m One custom OS
per processor
providing
communication
services API

Communication
coprocessors/
controllers
implementing
communication
services
e Lol SR Automatic

- HW communication generation ?

1| abstraction | ||
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HW/SW concurrent development

= SW uses communication
services APl and
configures architecture
SW parameters (QoS

SW application .
Designer requirements)

API
o HW uses an abstract
SW communication .
abstraction mterface_to _
SoC communication
Designer coprocessor/controller

APl enable independent
refinement of

HW components HW communif:ation and
(RTL & Layout) designer computation

Reduce overheads
through concurrent design

Communication Network

HW communication
abstraction

Abstract interfaces
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SoC Design Organization:
Multiple Teams Communicating through APIs

Practices for Boards and SoCs

SW application

SW communication

Virtual architecture model

SW test bench

HW communication

ISSs, HW IP model

Implementation test bench

Components
(RTL & Layout)

Ahmed A. Jerraya

Application
+

Requiremen}sj<8:8>|:l

SW profile evaluation

Case uses
worst-case analysis

Reducing Overheads
through concurrent design

SW

designers
SW

Designer

SW application

APl implementation

SoC
Designer

HW/SW communication

SoC
designer

Abstract Interfaces
HW

Components designer

(RTL & Layout)

HW
designer
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Formal SoC
specification
validated by user

c
o
=
«©
£
=
o
@
o
(2]

HW modules
abstract models

SoC Architect
(VCC. SC Studio)

[ 1P|
[ M | | B
E 1P

Architecture
Exploration

Perf. analysis HW/SW trade-off

Golden Architecture Model

SW modules

| Com. Network (bus, crossbar, PQRS, ...) |

Programmable
Sw Comm. |
HW Comm. |

—
SW Designer !
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Architecture

HWIP Interface

Communication Network

HW Desi
M

ner

SoC Designer
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Key point: Structuring SoC Design

Wrappers to abstract component interfaces
Custom OS to abstract architecture

Concurrent design, debug to cut down TTM and debug efforts

Application

Functions
API

Abstract code
OS services

\
(scheduler, IT, /O, ... User IP Dedic
|| (ASIC, | ated |
BSP - -l Al
[ wrappor |
1111

i Networks
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Multicore SoC design automation

m System Specification as virtual
architecture: Virtual modules use
wrappers to abstract HW/SW
communication , Standard SW
C++/SystemC Built on top of
CSAPI
Architecture implementation as:
heterogeneous components and
sophisticated on-chip
communication interconnect
linked through HW and SW
wrappers, Same SW code, runs on
implementation on top of OS

Automatic generation of

application-specific on-chip Physical communication interconnect
HW/SW communication: HW/SW

CSAPI implementation
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Virtual Architecture Model

Basic model: a set of hierarchically interconnected modules representing an
abstract architecture
Basic concepts: module wrapper to isolate computation from communication
= [nternal port: connects behavior
m External port: connects communication network
m Virtual port: set of internal/external ports with communication API
SystemC extended with virtual objects: virtual module, virtual port and virtual
channel
Execution model through automatic wrapper generation

A B C
Wrapper |l Wrapper B Wrapper
I I |

Communication Network

System Specification SR Archlten;::’tsxgi 2002 - 18
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HW/SW Communication Architecture

B Dissociate communication from computation

= HW wrapper: multi-point multi-protocol
= SW wrapper: multitask OS with preemption
= Application-specific on-chip HW-SW communication
= Component-based systematic assembly approach for both HW
and SW wrapper

Application
API

Wrapper | | |

OS services
(scheduler, IT, /O, ...) CPU(IP)-Bus
BSP Adaptor
(1]
Internal Bus ]

Protocol|
Ctrl #1

Protocol
Ctrl #2

I| |Protocol|
Ctrl #3
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Communication services APl example

Virtual Module Virtual Port CSAPI

FIFO_read(...)
void task_A () POOL_SIZE = 32

riue=BIn.HS_read(); # include <port.h> # include <port.h>

{..
*value=Ain.FIFO_read(); i i

. Bout.FIFO_writ : ClIaSlCR
Aout.HS_write(&value); (83;:-1Iue); _write void Task_A () void Task_B ()

{...*value = Bout.FIFO_write
Ain.FIFO_read(); (&value);

) o}

T API
Abstract communication interconnect

= Virtual Architecture /) yooK Vo
m HW/SW wrapper: virtual ports (API, Manager Scheduler Manager
parameters) s
m SW, standard C++/SystemC built on top of Drivers
API
m  RTL architecture
= Same SW code, runs on implementation Processor adapter (arbitration)
= SW wrapper (implements API, task
control, interrupts, 1/0)
= HW wrapper (bridge to communication
interconnect) 5
Physical communication interconnect

Processor

FIFO_Ain FIFO_Bout
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Design: Systematic HW-SW Assembly

Executable
Extended Co-sim. co.xsimuulation

SystemC generation model

HW wrapper libra o0
Comm./Sys. Services
HW wrapper W< I':Z:l

L (] LS

gneration generatin o <
N Gococs

Processor

RTL Architecture

uP1 uP2

; [al[E] ‘
5 T ' SW wr. SW wr. “
e HW HW wr. HW wr. sw

omm./Sys.
o i o
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|
Wrapper Comm. network Wrapper

o

i -si Executable
Erz?a:‘tlf?)tn:;n Synthesis Sé’ni'r’é‘iion co-simulation
model
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Prototyping Platform

= Modular, Flexible, Scalable Platform
= Integrator, 2 MGates, 2 ARM7, 2 ARM966E

= Automatic Mapping of Architecture
= Intensive debug through SW code
= Early SW development

Ll

Integrator
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VDSL application: the subset

Twisted-Pair
(copper line)

pua-juouy
Bojeuy

VDSL Modem Constellatic ::
Processor Processor

ASIC FPGA

BL-M: bit-loading memory
V-M: variance memol ry

art redesigned as a multicore SoC
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VDSL application : The Subset

CPU1 CPU2 ASIC/FPGA
(ARM?7 processor) (ARM?7 processor) configuration

A
signal |

Host PC -
pooling

signau’ |
Application-specific Application-specific
embedded OS embedded OS

<+— : Data communication {_/ : shared memory space
<--> : Control communication 37> : FIFO memory buffer

QO : software task

Inter processor = Parallel communicating tasks

communication. . . .
. m different communication
Communication between
protocols.

processor and ASIC.
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The specification

=  Powerful modular scheme
m Parallel SW tasks, Sophisticated functions or test Programs
m Clear separation between communication and computation
m Reference model for all designers (HW, SW, SoC)
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Pipe Signal Direct| Pipe | Shm | GShm | Signal| Tempo

appe ched{ Sync | IT Schedule Sync IT I
Pipe | Signal |Internal Direct | Buffer | Pipe [Internalinternal(internalinternal{ Tempo
regV | regV [ Signal register| pipe [regV| pipe | Shm | Sem |Signal| regV

M1 M2
ARMY7 Core ARMY7 Core
M.  Mem.
CS m CS
clk clk
ARM?7 Bus Adpt. ARM7 Bus Adpt.
APPe Rq _HHSK Rg HSK Rg Ra Fifo

The Two Generated Operating Systems

= Performances:
1484 byte code = Context change: 36 cycles (1,44 ps)
500 byte data = Interrupt latency: 59+28 cycles (3.48ps)
2624 byte code = System call latency: 50 cycles (2.00us)
1020 byte data = Task resume: 26 cycles (1.04us)
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VDSL design results (summary)

m Design effort gain: 15x (5 m.y vs. 4 person. months)
= Virtual architecture model: 1760 lines
= RTL architecture (0.35um technology):

0OS results # o.f lines # of lines in Code size Data size
inC Assembly (bytes) (bytes)

VM1 968 281 3829 500

VM2 1872 281 6684 1020
Context switch (cycles) 36
Latency for interrupt treatment (cycles) 59 (OS) + 28 (ARM7)
System call latency (cycles) 50
Resume of task execution (cycles) 26

Communication # of Critical path Max. freq. (MHz)

coprocessors gates delay (ns)

VM1 3284 5.95 168

VM2 3795 6.16 162

Latency for read operation (clock cycles)

Latency for write operation (clock cycles)
Number of code lines (RTL VHDL)
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Conclusion

Network and System-on-Chip:
CPU(s) + IP(s) + on-chip communication
Design bottleneck: HW/SW interfaces

Structuring SoC Design
m APl separates Application SW from OS
m Wrappers separate IP(s) from Network

Perspectives:
m HW-SW interfaces Debug and Test
m Partitioning HW/SW interfaces
m Computation/Communication Partitioning
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