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OutlineOutline

> Application and the demand for bandwidth
> The nature of wires
> Ways to improve wires
> 3D Architectures
> Ways to reduce bandwidth
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MicroprocessorsMicroprocessors

> Multicore + other innovations 1 
TFLOP uProcosser with 1 TB/s of 
memory bandwidth by 2010

Intel
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Graphics EnginesGraphics Engines

> Should hit 1 TBps before 2010:

2006

c/- Rambus

2008?

100M+ Triangles/sec
10M+ Triangles/image

1-10 TBps

2010
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Network ProcessorsNetwork Processors

> Scaling of 7-layer processors
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Producing 1 Producing 1 TBpsTBps of bandwidthof bandwidth

Using differential pairs
> 400 pairs at 20 Gbps

800 pins
+ 400 pins for “control”
+ 800 pins for power/ground

2,000 pin package with 800 “differential” pins
@ 100 mW / pair 40 W for I/O
@ 30 mW / pair 12 W for I/O

> At limit of physical achievability for 
current packaging technologies

> Beyond current technologies to control 
noise and jitter

V1

V2

c/- EIT
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Making WiresMaking Wires

> PCB Cross-section: 16-layer
150 um wire

PCB

Through-via
Buried Via

Power
Signal
Signal

Ground

Traces:
15 – 30 um thick Cu

FR4 dieletric
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Problems with current interconnect Problems with current interconnect 
technologytechnology
> Vertical registration difficult below ~25 um

Limit on wire width of 25 – 75 um
Limit on via opening to about 25 um

> Thickness limited to about 0.1 inches
About 20 layers

> High-frequency losses are high
Skin Effect
Dieletric loss

> Noise sources are mounting
Crosstalk
Reflection noise from via “stubs”

> And, connectors throttle bandwidth
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Line losses for 30Line losses for 30”” tracetrace
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CrosstalkCrosstalk

> Worse than signal at above 10 - 18 GHz!

Signal
Far-end Xtalk

Near-end Xtalk
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Solution PathsSolution Paths

> Circuits and Signaling Schemes
AC Coupled Interconnect
Technique to increase wire density
Other techniques being pursued industrially

> Technology
3D Technologies
SiP and Silicon Circuit Board

> Design
Reducing need for memory Bandwidth 
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AC Coupled InterconnectAC Coupled Interconnect
> Circuit Approach only

Using on-chip MIM capacitors
Or package buried caps
Benefits:

◊ Low power; Low circuit area; ESD Protection; 
Straightforward Design For Test

> Package and Circuit Approach
Build capacitors using chip-package interface
Additional Benefit:

◊ High Density: 65-70 μm AC pad pitch

Chip 1 Chip 2

Transmitter Receiver
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BenefitsBenefits

> Circuit Benefits
Capacitors on–chip, on-package or between
Power = 12 mW per channel @ 6 Gbps

◊ About 3x less than conventional signalling
Circuit area ~ 5x less than conventional

◊ Permits easier floorplanning
No ESD protection needed (unverified)

> Package Structure Benefits
Capacitors formed between chip and package
E.g. 4,800 power/ground, 4,200 signal on an 18x18 mm 
chip

◊ High signal I/O and improved power/ground delivery

Chip 1 Chip 2

Transmitter Receiver
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Pulse Signaling Pulse Signaling -- OverviewOverview

> 1st CC acts like 
differentiator

> 2nd CC acts like 
voltage divider

> NRZ data at TX 
output changes to 
pulses at RX input

> A simple RX 
perform equal and 
recovers NRZ data

i

ii
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1.8V
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1V

(b) pulse signaling waveforms

(a) circuit view of ACCI
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RXTX
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(b) pulse signaling waveforms

(a) circuit view of ACCI
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RXTX
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Example of a traditional equalizationExample of a traditional equalization

TX RX

Frequency

Channel

Bit-rate/2
Frequency

Equalizing Filter

Bit-rate/2
Frequency

Equalized Channel

Bit-rate/2

TX RXTX RX

Frequency

Channel

Bit-rate/2
Frequency

Equalizing Filter

Bit-rate/2
Frequency

Equalized Channel

Bit-rate/2
Frequency

Channel

Bit-rate/2
Frequency

Equalizing Filter

Bit-rate/2
Frequency

Equalized Channel

Bit-rate/2

> Compensate high frequency loss on T-line: complex
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Pulse signaling Equal Pulse signaling Equal –– Freq DomainFreq Domain

Frequency

Pulse RX (latch)

Bit-rate/2
Frequency

Equalized Channel

Bit-rate/2
Frequency

ACCI Channel

Bit-rate/2

ACCI Channel

Frequency

Pulse RX (latch)

Bit-rate/2
Frequency

Equalized Channel

Bit-rate/2
Frequency

ACCI Channel

Bit-rate/2
Frequency

Pulse RX (latch)

Bit-rate/2
Frequency

Equalized Channel

Bit-rate/2
Frequency

Equalized Channel

Bit-rate/2
Frequency

ACCI Channel

Bit-rate/2

ACCI ChannelACCI Channel

> Compensate low frequency loss on CC: simple pulse RX
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Pulse Receiver Overview
- Blocks
- Voltage and timing margin budget
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Annotation for I/Os 
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this paper

36 36 GbpsGbps Circuit DemonstrationCircuit Demonstration
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(a)

(b)

Differential signal

Single ended signals +

Differential 
Eye

Single ended signals 
-

Single ended Eyes +

Single ended Eyes -

Measured RX output Measured RX output 
at 6Gb/s operationat 6Gb/s operation
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Power of 0.18um ACCI TRX Vs Current Mode Driver
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ACCI TRX @ 3Gbps
ACCI TRX @ 2Gbps

50% Power Savings50% Power Savings
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RX Input Pulses with 50ohm StubsRX Input Pulses with 50ohm Stubs

4mil Stub

20mil Stub

40mil Stub

60mil Stub

80mil Stub
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20 20 GbpsGbps ACCI ChannelACCI Channel

> 0.7 V Vdd

> 20Gb/s waves

> At T-line input
> At T-line output
> At RX input

> 80fF CC size
> 10cm T-line
> Swing limited at RX 

input
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Inductive Coupling Inductive Coupling 

> Beyond scope of immediate program
> Main applications:  

High density, low-cost Connectors and Sockets
3D ICs

> Circuits:

Chip 1 Chip 2

Coupled
Inductors

Coupled
Inductors

Transmitter Receiver

Interconnect

Transmitter Receiver

Differential
Interconnect



24

Inductive Coupling in 3D ICsInductive Coupling in 3D ICs

> Experiment performed:
2.8 Gbps Vertical communication through chip stack
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Connector Proof of PrincipleConnector Proof of Principle

> PCB mockup
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Increasing Interconnect DensityIncreasing Interconnect Density
> Further Out: Problem Statement:

High density chip I/O mainly benefits power/ground 
system
To impact system bandwidth, need to increase wire 
density and Gbps/cm-cross-section in PCB

> New Idea
Eliminates crosstalk
Increases symbol rate without an increase in GHz
Increases BW/X-section 3x or more

H

S2

S1

W

T

Dielectric constant = K

Pitch of a pair of IO = Pitch
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3D Technologies3D Technologies
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3D IC and 3D Packaging Technology 3D IC and 3D Packaging Technology 

> 3D technologies we are 
working with

c/- MIT LL c/- Hao, Davis, NCSU

Active Die
Thermal Management Layer

Active Die
Thermal Management Layer

Active Die
Thermal Management Layer

Active Die
Thermal Management Layer

BGA Substrate

c/- Irvine Sensors Corp
Silicon Silicon ““PCBPCB””
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22--core Processor Case Studycore Processor Case Study
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Wishbone 
Interface 
Module 2

SRAM Address PinsSRAM Address Pins

Tier B Tier A Tier C

36.5124.01 ns37.82 nsFrom 
SRAM

31.5823.27 ns34.01 nsTo SRAM

Instruction 
Memory

32.0724.86 ns36.6 nsFrom 
SRAM

30.4523.0 ns33.07 nsTo SRAM

Data Memory

28.8917.87 ns25.13 nsCritical Path

% Reduction3D2D

c/- Schoenfloss, Davis, NCSU
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Hardware Algorithmic ApproachesHardware Algorithmic Approaches

> Key Enablers:
Best exploiting DRAM architecture

◊ E.g. DDR2-400
Burst mode bandwidth : 400 Mbps
Random mode access : 16 Mbps 
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SAR DSP Case Study SAR DSP Case Study 

80 W540x540
X10 mm

Off-the-shelf solution using commercial 
DSPs, memories and boards (all COTS)

6 W16x12
x3 mm

12-tier 3D IC with 
ASICs + custom memory

50 W35x25
x3 mm

4-tier 3D MINTS with
ASICs + COTS memories

70 W35x25
x7mm

8-tier 3D MINTs with 
COTS components (FPGA/memory)

PowerSizeSolution

Performance:  1 Million point, 1 ms FFT for future radar systems
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Hardware Algorithms Hardware Algorithms 

> Hardware algorithms can be used to reduce 
required bandwidth to DRAM

> E.g. FFT: Organized addresses to maximize use of 
burst mode Increased performance over 50x
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NetworkingNetworking
> Scheme to reduce DRAM requirements for 

Networking
IP Forwarding, Firewalls, Diffserv
Key:  Store compressed search data in Trie
28M lookups/s in 1 sq.mm. of 0.13um Silicon
Trie configured by instruction extension

0000

0001

0010

0000

M. Yadav, P. Hamilton, R. Sears, Y. Viniotis, T. Conte, P.D. Franzon, 
“A configurable classification engine for polymorphous chip architecture,”

ACM BEACON Workshop, Boston, OCT. 2004
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Speech RecognitionSpeech Recognition

> Data organization techniques to reduce DRAM 
requirements

> Leads to two-chip solution
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ConclusionsConclusions

> Memory bandwidth scales aggressively with 
Moores Law

Leads to 1 TB/s by 2010
Drivers:

◊ MultiCore; Graphics; Networking; Cognitive tasks
12 – 40 W just for I/O!

> Solution space
Low-power, high-bandwidth, crosstalk-less I/O
Hardware algorithms that minimize DRAM usage
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