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Outline

> Application and the demand for bandwidth
> The nature of wires

> Ways to improve wires

> 3D Architectures

> Ways to reduce bandwidth




Microprocessors

> Multicore + other innovations = 1
TFLOP uProcosser with 1 TB/s of
memory bandwidth by 2010

MUITICORE AND REVERSE SCALING

2004 Multi-core Reverse Reverse
Baseline Approach scaling scaling
Frequency 4 (GHz 8 GHz 8 GHz 4GHz
No. of Cores 1 Core 4 Cores 16 Cores 16 Cores
Core rel. IPC | | 0.5 1
Total Flops 32 GFlops 256 GFlops 512 GFlops 512 GFlops
Supply 1.2V 1OV 1.0V 1.0V
Power 34W 233W 233W 117-163W
Bandwidth 32GDB/s 256GB/s 512GB/s 512GB/s
requirement

Future microprocessors and off-chip SOP interconnect

Hofstee, H.P.:

Advanced Packaging, IEEE Transactions on [see also Components, Packaging and
Manufacturing Technology. Part B: Advanced Packaging. |[EEE Transactions on]
Volume 27, Issue 2. May 2004 Page(s):.301 - 303




Graphics Engines

> Should hit 1 TBps before 2010:

XDR2™ DRAM 8.0 GHz:
16pc 256Mb (x16) XDR2 DRAM

512MB memory footprint

| XDR2 |
| XDR2 |
| XDR2 |
| XDR2 |
| XDR2 |
| XDR2 |
| XDR2 |
| XDR2 |
igure 10.2.7: Die micrograph with high-Tevel floorplan overlay. III IIIII 1OOM+ TriangleS/ SeC
Cell CPU with 25.6GB/s XDR . .
Memory Interface 256b memory bus 10M+ Trlangles/ lmage
o/-Rambus £ 256GBls 1-10 TBps
>

2006 2008? 2010
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services

Network Processors
> Scaling of 7-layer processors
1 prS Lookup
Tables
500 MbpS __________________________________ Advanced [ |
Lookup Lookup Pafzket
Tables Tables Delivery
Packet Packet
0 Delivery | . __ Delivery | .| |
0C192 0OC192 OC768
(10 Gbps) with advanced (40 Gbps)



Producing 1 TBps of bandwidth

Vi

Using differential pairs LC{ >
> 400 pairs at 20 Gbps Ve

¢ 800 pins

¢ + 400 pins for “control”

¢ + 800 pins for power/ground

€ = 2,000 pin package with 800 “differential” pins

¢ @ 100 mW / pair =» 40 W for I/O

¢ @ 30 mW / pair = 12 W for I/O

> At limit of physical achievability for
current packaging technologies

> Beyond current technologies to control
noise and jitter

c/-EIT




Making Wires

> PCB Cross-section:

Through-via
Buried Via

Signal’

Ground

o I T

16-layer
150 um wire
PCB

Traces:
15 - 30 um thick Cu

FR4 dieletric
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Problems with current interconnect
technology

> Vertical registration difficult below ~25 um
=>» Limit on wire width of 25 — 75 um
=> Limit on via opening to about 25 um —c] |
> Thickness limited to about 0.1 inche = { .
=> About 20 layers e
> High-frequency losses are high
¢ Skin Effect
@ Dieletric loss
> Noise sources are mounting
@ Crosstalk
® Reflection noise from via “stubs”

> And, connectors throttle bandwidth




Line losses for 30" trace

(3 dB/octave) (6 dB/octave)

S21=Pout/Pin
for trace,
in dB
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Skin Effect Dielectric Loss Connectors, vias, etc.

Figure 3 - Typical S21, transmission plot for seral lmk
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AG Parame 5 |lin]

Crosstalk

> Worse than signal at above 10 - 18 GHZ!

S
ol | Signal
el .. | Far-end Xtalk
{ 1‘,*"' ‘1,-'; \ "'_ \ *’“Hf“—ﬂ-w"ﬂ-f*mf’ \VIAY
J} A Near-end Xtalk

B
R U T |]|nf| HERTZ
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Solution Paths

> Circuits and Signaling Schemes
¢ AC Coupled Interconnect
€ Technique to increase wire density
@ Other techniques being pursued industrially

> Technology
¢ 3D Technologies
¢ SiP and Silicon Circuit Board

> Design
€ Reducing need for memory Bandwidth

11
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¢ Benefits:

¢ Additional Benefit:

> Circuit Approach only
€ Using on-chip MIM capacitors
¢ Or package buried caps

AC Coupled Interconnect

Chip 1

O Low power; Low circuit area; ESD Protection:;
Straightforward Design For Test

> Package and Circuit Approach
¢ Build capacitors using chip-package interface

O High Density: 65-70 um AC pad pitch

DC Connection
(Buried Solder Bump

Capacitive

Couplln’gg
o Chip2

Ch|p1 ......

Chip 2

Substrate

Interconnects v b
Trench

12



Benefits

> Circuit Benefits >

Chip 1 Chip 2

€ Capacitors on—chip, on-package or between

@ Power = 12 mW per channel @ 6 Gbps
O About 3x less than conventional signalling

@ Circuit area ~ 5x less than conventional
O Permits easier floorplanning

€ No ESD protection needed (unverified)

> Package Structure Benefits
€ Capacitors formed between chip and package

¢ E.g. 4,800 power/ground, 4,200 signal on an 18x18 mm
chip
O High signal 1/0 and improved power/ground delivery

1l

13



Pulse Signaling - Overview

>

> 1St CC acts like

(a) circuit view of ACCI differentiator
> 2" CC acts like
E /"“ . voltage divider
1 AN 1 18V > NRZdataatTX

S S e N S S N output changes to

: pulses at RX input
1= P 120mV _
] \ > A simple RX

.......... T perform equal and

im' 1 recovers NRZ data
11 1V
y J

(b) pulse signaling waveforms

14



Example of a traditional equalization

TX RX
mé e w
_|% — 4% Clock

—e&— Delay p—e— Delay |-

Channel Equalizing Filter

\ x _//\ = | Equalized Chahnel
\ A

i B
Frequency Frequency Frequency

Bit-rate/2 Bit-rate/2 Bit-rate/2

> Compensate high frequency loss on T-line: complex

15



‘Pulse signaling Equal — Freq Domain

Clock
Recovery

Dataﬂ lLCIock

Pul >

ulse

rx |NRZ
>

\»x

Pulse RX (latch)

ACCI Channel
> O
X Pllse
2l OHH->
ACCI Channel

\

Frequency
Bit-rate/2

o
Frequency

Bit-rate/2

Sampler
Deser

—

Desered
NRZ

—>

Equalized Chapnel

\>

Frequency
Bit-rate/2

> Compensate low frequency loss on CC: simple pulse RX

16



NC STATE UNIVERSITY

Pulse Receiver Overview

- Blocks

- Voltage and timing margin budget

=

Com-
Mode
Dimmer

To regenerative
sense Amp

60 ~ 200 mVpp 300 ~700 mVpp 600 ~ 800 mVpp
0.8UlI 0.75Ul 0.6Ul
L CH—71- —
Bias Amp Pulse to
NRZ
——

17



36 Gbps C

=31 | RX01 00 | RX00 01 RxaL
Gnd | 555, | 625 Vvadd 57.5uT57.5u vdd | o5 T52.5u Gnd
oo oo oo
[RX02 o1lEl ElE RX3
[#7.5u :' 8 70ug
= & g a
FITX30 ™0
070u 47500
= E
FRX03 22 - RX2T]
0450 P 1 8 7250
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Tx23 . x0T
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Vdd
RX2
675
&
1
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Single ended signals +

Single ended signals

Eye

Single ended Eyes +

Single ended Eyes -

Differential signal

Differential i

Measured RX output
at

248.0mY -

6Gb/s operation

365.0mY

C1 100 .0 Adiv
C2 100.0rn' v

17 100 Orn dddise

(@)

C1 50,000 Yeiddiv

C2 50.00rm Yeiddiv

AT S0.00mm v
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50% Power Savings

Power (mW)

Power of 0.18um ACCI TRX Vs Current Mode Driver

AN
o

N w w
ol o ol
|

N
o
!

=
ol
|

=
o

—e— Current Mode Driver
—=— ACCITRX @ 5Gbps
— — ACCI TRX@ 4Gbps
—<«— ACCITRX @ 3Gbps
—x— ACCITRX @ 2Gbps

0.3 0.4
Output Swing (V)
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RX Input Pulses with 50o0hm Stubs

4Amil Stub

20mil Stub

40mil Stub

60mil Stub

80mil Stub

150m

100m
50y

-50m

-100m
-150m

150m
100m
50y

-50m

-100m
-150m

150m

100m
50

-50m

-100m
-150m

150m

100m
50m

-50m

-100m
-150m

150m

100m
50

-50m

-100m
-150m

50ohm Stub: 4mil

50p 100p 150p 00p 250p 300p 350p 400p
Voltages (lin) (nzzext1)
20mil
T T T T | T T T T T
50p 100p 150p 200p 250p 300p 350p 400p
Voltages (lin) (nzzext1)
40mil
T T T T | T T T T T
50p 100p 150p 200p 250p 300p 350p 400p
Voltages (lin) (nzzext1)
60mil
T T T u T L T T T T
50p 100p 150p 200p 250p 300p 350p 400p
Voltages (lin) (nzzext1)
80mil
T T T u T u T T T T
50p 100p 150p 250p 300p 350p 400p

200p
Voltages (lin) (nzzext1)
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20 Gbps ACCI Channel

Valtages (lin) Voltages (lin)
o
-]

Veltages (lin)
o

22:37:22 EDT, 09/28/2005

20p

20p

20p

B0fF CC, 10em TL, @TL INPUT

40p 60p
Veltages (lin) (nzzext0)
TL QUTPUT

40p 60p
Voltages (lin) (nzzext0)
RX INPUT

40p 60p
Veltages (lin) (nzzext0)

80p

100p

100p

vV Vv

vV Vv

0.7 V vdd
20Gbh/s waves
At T-line input

At T-line output
At RX input

80fF CC size
10cm T-line

Swing limited at RX
input

22



Inductive Coupling

> Beyond scope of immediate program

> Main applications:
# High density, low-cost Connectors and Sockets

¢ 3D ICs
> Circuits:

Coupled Coupled
Inductors Inductors

Interconnect

=
>

Differential

Interconnect
Transmitter é ; % .
Receiver

23
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Inductive Coupling in 3D ICs

24



e -
Connector Proof of Principle %E

> PCB mockup

0
5| y\/\
T '10: \}/\
38 /\\/\’\/J\
-20 I I I I T T T T 1
0.0 0.5 1.0 15 2.0 25
freq, GHz
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Increasing Interconnect Density

> Further Out: Problem Statement:

€ High density chip I/O mainly benefits power/ground
system

€ To impact system bandwidth, need to increase wire
density and Gbps/cm-cross-section in PCB

> New ldea
¢ Eliminates crosstalk
® Increases symbol rate without an increase in GHz

® Increases BW/X-section 3x or more
Pitch of a pair of 10 = Pitch

- -
Reference Plane

S1
v > -
T N . 2 I 5 p Signal
<“«—>» A V3 |4 eeee--
A - n Trace
H
Dielectric constant = K 1 2| cemeaa n-2

. /

/ Reference Plane

26
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3D Technologies

Wire-bonded

Micro-Bumyp —
3D Package

Micro-Bump —
Face-to-Face

Contactless — Capacitive with buried bumps

Table 1. Comparison of Vertical Interconnect Technologies

Tier Vertical Chip Layer
Assembly limit Pitch Resources
Wire-bonded Die ~5 35-100pm All
Micro-bump 3D Package Die heat 25-50um Top 1-2
Face-to-face Die 2 10-100um Top 1-2
Contactless Capacitive Die 2 50-200pm Top
Inductive Die heat 50-150pm Top 1-2
Through-Via Bulk Wafer heat, yield 50pm All + Top
SOl Wafer heat, vield 5um All + Top

27



3D IC and 3D Packaging Technology

> 3D technologies we are —

ISV 23ISV 12

. .
working with L -
JEN—— — )
I Up to Tier 10 o| |[omeetea M2
| | === M3
ISV 231ISV 12 BIE====Y1
G| | === M5
U5 T 1o o [ | et Active ===
Bond [ p to Tier J = || = M Tier3 = yv
. . =| | === ier o | | s [z Active
Tier ISvV23 ISV 12 Tier3| =||=—=== M3 = = MI
== e M4 | = M2
EEga Pad _ L === —||=
. = 5 M ) e | | e [ T Active Tier2 | eemee||= M
Tier 3| =||=—7—= w2 Tier2| = = m | | = Mo
- —— | |=
Tier 2 = > M3 = = M | == W
o | | e | | @ Active == | | M4 «
TierZ C 3 Ml | |=m M5
] | LR . 5 .
[ e = =} N E] Tier 1
B
Tier 1 Tier 1
ive
Tier 1

¢/-MITLL

Metal T2 Metal T1

Dielectric T3
Dielectric T2 —

-

s

Dielectric T1

Dielectric B1 —

Epoxy
Dielectric B2

Metal B1 Layer Feedthrough Patch
Feedthrough

e o Bl e
Silicon “PCB” i

SAVIVASAGAY)
¢/ - Irvine Sensors Corp




2-core Processor Case Study

Instruction Memory

" Data Memory Hierarchy .
Hierarchy
- Tier C
OpenRISC OpenRISC
Instruction Data
Wishbone Wishbone
Data Data Interface Interface £
SRAM SRAM H
\ 4 l
Data \ 4
CPU 2 CMoi:?cc:IZr Wishbone
Traffic Cop
A X
i Tier B
CPU1 I'Eg;%:f;n Instruction
SRAM
Controller
A .
Data Data OpenRISC OpenRISC
pen pen
SRAM SRAM Instruction Data
Wishbone Wishbone
Interface Interface
Y H
Instruction Memory . Tler A
" Data Memory Hierarchy
Hierarchy

¢/~ Schoenfloss, Davis, NCSU

2524 pm

Tier B

o~
Power
Rings

2520 um

Power
stripe

2520 yum

2524 pm

Tier A

Tier C

2D 3D % Reduction
To SRAM 33.07 ns 23.0ns 30.45
Data Memory

From

SRAM 36.6 ns 24.86 ns 32.07
To SRAM 34.01 ns 23.27 ns 31.58

Instruction
Memory
From
SRAM 37.82ns 24.01 ns 36.51

29
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Hardware Algorithmic Approaches

> Key Enablers:
® Best exploiting DRAM architecture

0 E.g. DDR2-400
® Burst mode bandwidth : 400 Mbps

® Random mode access : 16 Mbps

U Fasd

o
o ca

=}

tBEE
fill
Lwh
y:!
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SAR DSP Case Study

Performance: 1 Million point, 1 ms FFT for future radar systems

Solution Size Power
35x25 0W
X7/mm

ASICs + COTS memories ["t=1" ! x3 mm

12-tier 3D IC with - 16x12 6 W

ASICs + custom memory %E F x3 mm

Off-the-shelf solution using commercial |540x540 | 80 W

DSPs, memories and boards (all COTS) | x10 mm

31



Hardware Algorithms

> Hardware algorithms can be used to reduce
required bandwidth to DRAM

> E.g. FFT: Organized addresses to maximize use of

DRAM 63

Reads: Writes:.
Row # = | FFT#/4] Row # = [ FFT#/256
Bank # = FFT# % 4 Bank # =(| FFT#/64]) % 4

. Optimal chip-package codesign for high-performance DSP
Wher'e FFT# = |_|ndex/64j Mehrotra, P.; Rao, V.; Conte, T.M.; Franzon, P.D.;

Advanced Packaaing, IEEE Transactions on [see also Components, Fackaging and

Manufacturing Technology, Part B: Advanced Packaging, IEEE Transactions on]
Volume 28, Issue 2, May 2005 Page(s).288 - 297
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Networking

> Scheme to reduce DRAM requirements for
Networking

¢ |IP Forwarding, Firewalls, Diffserv

€ Key: Store compressed search data in Trie
€ 28M lookups/s in 1 sg.mm. of 0.13um Silicon
@ Trie configured by instruction extension

Embedded
CPU

“* SRAM

To off-chip DRAM

Morphable
Accelerator/Coprocessor

LT

g

‘ Meerc| MemDest| Opcode I Parametersl

M. Yadav, P. Hamilton, R. Sears, Y. Viniotis, T. Conte, P.D. Franzon,
“A configurable classification engine for polymorphous chip architecture,”
ACM BEACON Workshop, Boston, OCT. 2004

0000 0010

0000

Novel hardware architecture for fast address lookups
tehrotra, P.; Franzon, P.D.;

Communications Magazine, IEEE

Volume 40, Issus 11, Nov. 2002 Page(s):86 - 71




Speech Recognition

> Data organization techniques to reduce DRAM
requirements

> Leads to two-chip solution

34



Conclusions

> Memory bandwidth scales aggressively with
Moores Law

¢ Leads to 1 TB/s by 2010

@ Drivers:
O MultiCore; Graphics; Networking; Cognitive tasks

¢ > 12 -40 W just for I/O!

> Solution space
€ Low-power, high-bandwidth, crosstalk-less 1/0
€ Hardware algorithms that minimize DRAM usage

35
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