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The Multicore Challenges

Cores/chipwill"grow! expoenentially, with each
BIOCESSO GEREration.

IHIgher degrees; off Neterogeneity.

m Cores

s |nterconnect

a [Hardware: acceleration

x Viemenry hierarchies

Shared memory: scales ireary With' houndares
Industny must learn oW ter efificiently harness
IS precessing capability

Measurng and comparing pPerfiermance




Priving| Chhanges

Development teols;, run-tinme software,
anguages

Progrramming such: Systems effiectively
requires new: approaches.

[his; session’ cevers a variety of multicore
development tepics that willhelp address

thEese; Parriers
s Standardized APISs for communication and deblg.

a Current approaches heing adepted by the
Multicore Asseciation.




Multicore Issues to Solve

Communicatiens, synchkenizatien, reseource
management

DEnRUEQING

Distibuted pewer management
Concurrent programming

©OS virtualizatien

Medeling andfsimulation
Auteomatic'load halancing
Algerthnm partitioning

And more




Selving Multicore Issues

Admitting there Is an Issue

a (e first step ini fixing the Issue
Propiietany/ selutiens

x lemperany, limited, commercially: practical
REesealch and academic communities

s Far reaching, 0ig Issues

Industny standard

x \Which one?

x Vany beneficiares




Formulating the Multicore

Viulicore MAGEULIN Vi icor

Envisaged il Eenruan/: 2005
Initial engagement: hegan: inrviay: 2005

Eeiimal Beginnings assembled 1nrJanuany.
s Legall aspects

Memibershipr grewing
n L/5t to)pe announcea i SeEpLemper 2006;




Multicore Association
Objectives & Activities

Mulicere ecosystem: enanliement
AVoid ‘re-inventing the wheel

Industiy-wWide: participation

» [ncluding systeni develepers, precessor VEnAors,
Infirastructure developers, device manufacturers, and
software: and application’ develepers.

Current efforts

a1 Communications & respurce management APIS
x Debug API




o g P |ref|ght|ng and Multicore -
S "k Similarities
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Elrefighting Is a hoet jol, multicere Is het technelogy.
Eirefighting and multicere: both have the neead ter get the
jolhrdone as guickly:and effectively: as possible.

Both require reliable and standaradized teols.

Firetignters aliways act asi a teami ofi twWo O1f Moere; the
same for multicere.

BUt by far the most impoertant commonality. IS that they
pOth require excellent communication: capanilities.

Witheut communication, firefighters den‘t
survive and the cores in a multicore:
Implementation may: as well be operating alone.




MPEIF for Widely: Distributed
Computing

Teday: MPI IS the most popular form eff message
passing ARIs for “widely~ distriuted computing

= Portable because MPI has been implemented for
many:distributed memory architectures

= Fast because each implementation Is optimized for
the hardware en WhICh It runs)

MPITIs guiter complex: andiwill likely it iits fill
e consUmMe MemeKRY. [eseurces heyondwhat's

acceptal

e iR a multicere chiprs availanble

MEemery and intreduce: tee muchrconputational

oVerneac

(latency).




OpenMP: fier Shared Memory
Architectures

Language: pragmas fier shared memery architectures

s SUpperting multiprocessing programming in C/C++ and
EORTRANI en many. architectures

Portanle and simplifies expression of threaded code

s GIves pregrammers, a simple and flexible interface for
representing data level parallellism

s Platferms ranging firom the deskiop) ter the supercomputer

Eecused on| representing one Specific type: off task
decomposition




Target Domain for Communication
APl (‘CAPI’)

Embedded Multi-precessing

Jlask to task communication

Multiple ceres en a chip & multiple chips;on a bheard

IHeterogeneeus; & NemMogeENEoUS SyStems
s Cores, Interconnects, memoxry: architectures, OSes

Scalable: 2 — 1000’s, ofi cores

s Assuming that the ‘cost” ofi messaging/routing ISn't greater than
the computation of a node

Allows implementations with: significantly’ lower latency,
evernead & memory foetprnt than MPI and T1PC




Not What It 1s, But What It isn’t

OSlI CORBA
TFCP/IP (or sockets) OpeniviP
UDP/IR IR

FIPC MPIR:

RIO Embeddead VPI
sun RPC




An Agnostic CAPI

Unified ARIF designead! specifically fier communication In a
embedded systemi (multiplerceres ona chip and/or
multiple chips en a hoard)

Independent off type and numbEr of cores, type of Inter-connects,
andl eperating| systems

Eorms layer on tep off Which other abstractions; or applications: may/
e huilt

Application

Interconnect topology

Instruction set Instruction set
Foelerators architecture(s) Pocelerators architecture(s)

Courtesy of PolyCore Software




Potential Metrics - CAPI

Threughput
= Actual vs. hardware

lLatency.
m Precessing
n Delivery

Overhead
a Processing
a Envelope

Eeotprnt
= Code
s [Data




Platiorm/Application Scalability: and
Glehall Pewer Vanagement

DSP RISC RISC RISC MAC/PHY




What CAPI Does for You?

An OS) vendor:

x A uniferm foundation for present/future preducts
s Abstracts the platfierm capahilities
s [arger addressable market

A Precessor and/or chip company

s Moere application; performance achievanie
a Better determinism cemparead te MPI
s Reduced support burden through| standardization

A software developer
= Better ease ofi use
s More powerful develepment methoedologies




False Claims on Multicore Debug
SUpport

Vendors have tools that intrinsically suppoert multicore systems Using
a direct; mapping appreachi per Processoer

a Typically reqguire additional plugins per precesser type

= User interface limited| to a few: cores' (limited! by screen size and human
COmpreRension)

INeed for higher level of albstractien Withia commoen debug
SEmantics

x Ne ene woeuld wanit 16" different debugger Instances running te; debug a
16 core system!

Multicere Association; plans te) develop a standard debug
protecol/API so vendors could suppoert this type of development.




Targets for the Debug
Working| Group

Emledded Viulticore Systems

Many:en-chip CRUS; periaps many: chips
O a Peard/system

IHOMBYENELLS O heterogeneous

Inter-operation of multiple: vendors & ool
chiains




Multicore Debug| Challenges

Parallelf pregramming| ini general: multiple
Simultaneous threads, ofi execution, SUch as
Synechronization pugs

Differingl USer experiences for heterogeneous

elements; teol-chain and Vendor conmpatinility,
ISSUEes

Mapping| firom Iower-level implementation
constructs (e.g. memory, registers) to higher-
level programmingl modelf constructs: (e.d.
messages, synchronization; see CAPI)

Scale: what de we dorbeyond 2, 4, 8 cores?
Need aggregate control and state Inspection




Current Debug Initiatives

ldentify/uie nigh=level reguirements fiol multicore
@EenugeINg 1o SPECITIC requIements on
Underying mirastructures; (1.e. ©S or runtime
layers)

Extend debug Interfaces in a standardized way.

10, meet the needs, off multicore debugging.

Standardize connection: hetween: JTAG Interfaces
and debuggers

a Enable Srad-party. deklggers e contrel systems with
multiple cores withrdiffierent JTAG Interiaces firom
multiple vendors

ldentify appropriate interfaces and drive

standards to enable richer and more unferm
debugging experience en multicore systems




Extending EEMBC’s Scope

lncrease benchmaik complexity.
Includes the OS as part ofi the: benchmark

Moves eutside the L1 inter memery. system to prowde an
Even better view: off expected performance

SuUpports the industry 1In the: evaluatien and fuiure
development ofi MP architeciures, Including multiprecessor
VS. UNIProcessor

MP henchmarks will need ter run: en top: 6ff anl OS/RTOS

s Assume a threading model is availakle and,

s Assumes the'benchmark can e threaded

Accelerator hased asymmetnc heteregeneous VP selutiens

today lack common programming paradigm
s Poetential suppert from the Multicere Asseciation




SVIP Implementation

|2 MB L2 Cache
: [11 1




Highly Integratea AMP
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Benchmarks Reguirements

o demonstrate the effectiveness ofi an
application tor exploit parallelism: as; per
the ferms ol Cencurrency.

a Acress multiple data streams
x \When breaking Up a BIgger pronlem

a EOr running multiple: concurent algenrthms

Benchmarks must also

s Use standard tool filews, Ideal within current
EEMBE test harness

a Alse ableter runronra URIprecessor: terallow
MP/UP compansens

s Be abstracted to operate acress multiple 0S
and/er hardware platforms




Possible Approaches

Sharedmemery
m Semantics of a thread-based API such as POSIX

Message Based
n Implement CAPI support in the' EEMBC test harness
s Define and/or develop test casesihased on using CAPI

EEMBC sees both approaches as validl te) suppert
embedded applicatiens WhIChare SUppoeriing CONErency
and distributed memory: architectures.




Ferms of Concurrency

EENMBC concentrating en three main ierms, ofi

CONcUrrency: decomposition

s Concurrency due te the processing of multiple
@data streams

Uses common| code over multiple threads
Shows how well' a solution; cani scale over scalable data

InpULs

s \When a single algorithn Is decomposed Into
multiple sub-tasks
Multiple threads werk en a common; data Set
Shiews hew: well a selution cani suppert fine grain
parallelism
x \When a solution dees more than one thing at ence
Concurrency over hoth the data and instructions

Shows the scalability of a solution for general purpose
processing




Outline of Shared enmory
Appreach

Soeftware cam assume Nomegeneity: acless
precessing| elements

x Where VP Is belng used for the scalability off general

PUIPOSE Precessing, as apposed te) accelerator
Offleading

Fhreading Is the standard technigue: te express
CONCUIENCY,

x \Where each thread has; symmetric visipility: of
MEMOKY.

WWhere the test harness abstracts the hardware
INto basic seftware threading moadel




Outline off Message Based
Appreach

Soefitware can assume heteregeneity acress
precessing| elements

x \Where VIR Is BeIng used te offiead and accelerate
UnIts off Work: offieading

» Invekes, controversy on: granulanmty: and units of
decomposition (I.e. all specialist: cores;can e Venry.

diverse)
Messaging Is the standard technigue to
Synchrenize and communicate: Between tasks
n WWhere each task has a distributed view: off meniony.
Where the test harness alstracts the hardware
10 offer a communications Infirastructure (I.e.
CAPI)




The Importance of Standard
APIS

Standard interaces simplify, development anad
management et multicore sohtware andireduces
time: te market

Standard interfiaces broaden the availanility: of
Preducts

Standard Interfaces enanle soitware re-use
x Eromi ESL moedeling| te reall target hardware
s Erom preduct to product

Standard Interfaces enable more vendor cholce




How. to Get Involved

Joi the Viemers ofi the Multicere Asseciation
u Participate: inan existing Working greup

s Start a new working greup

a WWW. mUltIcore-asseciation. org

Join the EEMBC membership

m Galnraccess to a henchmark standard

a Participate in the develepment ofi Aext generatien
pPenchmarks

= WWWW.Eemic.org




