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Outline

 Background 
 Anytime, everywhere CV apps
 Issues to be addressed for CV HW and SW

 Hardware Architecture for CV
 Approaches for performance and power 
 Case studies

 Software Framework for CV
 Approaches for performance portability
 Toward an open, efficient, and portable CV platform
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Coming Leap of CV Technologies

I. New imaging systems
II. Breakthrough CV algorithms
III.Computation hardware and software innovations

[Original source: Nikkei Electronics 2012.Aug.20]

Now
co

ming
 in

no
va

tio
ns

past innovations

New areaI. New imaging systems 
increase information 
sources for CV

III-2. Improvement of 
processing efficiency for CV

III-1.Well-maintained software
infrastructure for CV

II. New CV algorithm bring 
breakthroughs
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Coming “Anytime and Everywhere CV” Era

New imaging systemsNew imaging systems

Breakthrough CV algorithmsBreakthrough CV algorithms

Performant & low-cost CV HWPerformant & low-cost CV HW

Open & portable CV SW Open & portable CV SW 

Collision
Warning

Lane Departure
Warning

Surveillance

Natural UI

Home 
Appliance UI

翻訳モード（英語） 解説付き

[       ]

泡立てたミルクをトッピングした

エスプレッソ

Interpreting
Camera

Computational
Imaging

Augmented 
reality

Mobile 
phone UI

Camera
embedded 

lighting

Multi focus camera

Low cost distance 
image cature camera
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Issues to be Addressed for CV HW

Need performant and low-cost CV HW

 Low-cost (low-area and low-power) devices are in 
general not performant

No general way to avoid this trade-off

Way to address the issue under the context of CV ?
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Issues to be Addressed for CV SW

 Toward Open And Portable CV 

 "Write once and run everywhere" is not sufficient

 Goal is to be "write once and performant everywhere"
 Most CV applications are seriously deadline conscious

 ADAS, AR, UI, ....

 Most CV accelerators will be multi/many-cores
 Different memory system and diverse granularities of parallelism

 Difficult to achieve performance portability  

Way to address these issues under the context of CV ?
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Outline

 Background 
 Anytime, everywhere CV apps
 Issues to be addressed for CV HW and SW

 Hardware Architecture for CV
 Approaches for performance and power 
 Case studies

 Software Framework for CV
 Approaches for performance portability
 Toward “open, efficient, and portable”

 Conclusions
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Inevitable Trade-offs in Processor Design

FU : Function Unit
CU : Control Unit

CU FU

The Limited die space

CU FU

Source for
performance

Source for 
flexibility

Flexibility / Cost

Higher CU ratio

Higher FU ratio

(a) General Purpose Processors
(b) DSPs, MIMDs. FPGAs, GPGPU
(c) Highly parallel SIMDs
(d) Wired logics+DSP core
(e) Wired logics only

Technology barrier at a fixed cost

Performance / Cost

a)
b)

c)
d)

e)

Control units
Ctrl. units

Func.

Functional units

Func. units

Ctrl.

Functional units

Functional units



©2012. Renesas Electronics Corporation, All rights reserved.

MPSoC July/2013

9

State-of-the-Art Design Choices

Multi/many-core CPU

CU

CU
(On-chip
Cache)

FU

CU FU

CU FU

GPGPUs

FU

CU+Context
buffers

CU (On-chip Cache)

FU

Local Mem.

FUFU
FUFU

FU

CU+Context
buffers

FU

Local Mem.

FUFU
FUFU

switch
FUFU

Local 
Mem.

FUFU

FUFU
switch

switch
FUFU

FUFU

FUFU
switch

switch
FUFU

FUFU

FUFU
switch

FPGAs

 Often results in high CU ratio configurations
 Not an adequate starting-point for designing low-cost CV 

accelerators

Highly complex 
(GHz) cores

Plenty of 
context buffers

Highly flexible
switching fabric

< 5 GOPS/W

Local 
Mem.

Local 
Mem.
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CV Performance Requirement Perspective 

Lane marks

Vehicles, 
obstacles

Traffic signs

Pedestrians

Bikes, bicycles

1GOPS/W

50GOPS/W

80GOPS/W

100GOPS/W

200GOPS/W
Now

Behavior understanding
Future prediction 1000GOPS / W

2-D image Temporal 3-D volume image

Behavior recognition 
from single frame 

features 10x
Behavior understanding from 
more than 10 frame features

 Case study of ADAS: 1 TOPS/W is required in very near future
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The Inevitable Design Choice

 How to achieve the performance per power goal ?
 Need to choose configuration B (=More FU/Less CU)

 Need to find way to mitigate FU activity ratio drop

More CU/Less FU

Peak Performance

Average Performance

Performance

More FU/Less CU
A B

FU activity ratio

100%

0%

Activity
ratio

FU activity 
ratio drop

11
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Design Goal for CV Accelerators

 Under configuration B, find a low-cost while smart CU design
which can maximize FU activity ratio

 Use of CV domain specific knowledges will be the key

More CU/Less FU

FU activity ratio

Peak Performance

Average Performance

100%

0%

Activity
ratio

Performance
Goal

More FU/Less CU
A B

12



©2012. Renesas Electronics Corporation, All rights reserved.

MPSoC July/2013

CV Domain Specific Knowledges

 Two-step operation

Step 1. Detection step Step 2. Verification step

ROI: Region of Interest

 Parallelism and control
 Extensive parallelism at both (pixel)-data and ROI level 
 Identical operations against all targets (Step 1:pixel, Step 2:ROI)

SIMD is the typical low-cost deisgn choice
 Asynchronous termination of verification processes

 E.g. Boosting: frequently used since around 2008 
May need SPMD control

13
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CV Domain Specific Knowledges - Cont.

 Memory access aspects

Block wise ROI wise

Local 
Mem.

FUFU FUFU FUFU

Local 
Mem.

Local 
Mem.

Global memory
Global memory

Local 
Mem.

FUFU FUFU FUFU

Local 
Mem.

Local 
Mem.

Local 
Mem.

FUFU FUFU FUFU

Local 
Mem.

Local 
Mem.

Dictionary or table lookup

Global memory

Block wise ROI wise Table lookup

Access address regularity Yes Yes/No No

Access address predictivity Yes Yes Yes

(Common for both Step)(Typical for Step 2)(Typical for Step 1)

Non-blocking DMA is a typical low-cost design choice

14

Need to cope with irregular accesses
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1st Gen. Design Choice Case Study

Multi/many-core CPU

CU

On-chip
Cache

FU

CU FU

CU FU

GPGPUs

FU

CU+Context
buffers

On-chip Cache

FU

Local Mem.

FUFU
FUFU

FU

CU+Context
buffers

FU

Local Mem.

FUFU
FUFU

switch
FUFU

Local 
Mem.

FUFU

FUFU
switch

switch
FUFU

FUFU

FUFU
switch

switch
FUFU

FUFU

FUFU
switch

FPGAs

Highly complex 
(GHz) cores

Plenty of 
context buffers

Highly flexible
switching fabric

Local 
Mem.

Local 
Mem.

Highly parallel SIMD Non-blocking DMA Cheapest PE network

Decisions Based on CV Domain Specific Knowledges

15
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SIMD array 
name

Organization #PE bit

/PE

RAM

/PE

FPU VLIW non-blocking

DMA

Multi

Bank

IMAPCAR [‘08] NEC 128 8 2KB - X X X

CSX [‘08] ClearSpeed 96 64 6KB X - X X

Xetal II [‘07] NXP 320 16 4KB - - X -

Ri2001 Ricoh 352 16 1KB - - X -

MX [‘06] Renesas 2048 2 64B - - X -

 Low-cost controller techniques that 
used for raising the PE activity ratio
 Non-blocking DMA

 VLIW

 Multi-bank local memory

Typical 1st Gen. CV Accelerators (- 2008)

FUFU

FUFU

FUFU

FUFU

FUFU

FUFU

FUFU FUFU

FUFU FUFU

Local
Mem.

Local
Mem.

Local
Mem.

Local
Mem.

FU

FU

FU

FU

FU

Local
Mem. On-

Chip
D$
I$

CU

DMA

1PE

IMAP-CE[’03,’05], IMAPCAR[’08]

16
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Non-Blocking DMA Transfer

17

Local
Memory
ＰＥ ＰＥ ＰＥ

Main Memory

(Image 
is resized 
for better 
visibility)

ＰＥ ＰＥ ＰＥ ＰＥ ＰＥ ＰＥ

1)
2)

2) 3)

3)

3)

Non-blocking
DMA

PE Processing

M
ai

n
 M

em
or

y

Local 
Memory
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Non-Blocking DMA Transfer - Cont.

time

User kernel:

Memory transfer:

User kernel:

w/o Non-blocking DMA

with Non-blocking DMA

read write

Memory transfer:

Waiting cycles
Profiler output snapshots:Basic idea:

 Up to 2x performance (by reduction of waiting cycle) with 
area overhead <5%

18
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(SIMD +) VLIW

IMAP-CE[’03,’05], IMAPCAR[’08]

FUFU

FUFU

FUFU

FUFU

FUFU

FUFU

FUFU FUFU

FUFU FUFU

Local
Mem.

Local
Mem.

Local
Mem.

Local
Mem.

FU

FU

FU

FU

FU

Local
Mem. On-

Chip
D$
I$

CU

DMA

VLIW
slots

one PE
1

2

3

4

R
g

b
2

y
c

A
v

e
3

H
istN

o
rm

FF
T

R
o

t9
0

D
istT

ra
n

s

La
b

e
lin

g

A
v

e
.

Effect of VLIW in PE array
Effect of VLIW in CP (Control Processor)
Effect of Parallelization in CP/PE
base

 x2.2 performance gain (in average) with area overhead <13%
 Asymmetric VLIW is adopted to reduce area overhead

Example of performance gain by VLIW

Pe
rf

o
rm

an
ce

Im
p
ro

ve
m

en
t

Max: x3~ Avg.: x2.2
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Multi/Many-Bank Local Memory

 Both types can access the same address for all PE

M

PEPE PEPE PEPE PEPE

MMMMMMM

e.g. CPU SIMD Instruction

1 cycle for All PEs1 cycle for All PEs

Lo
ca

l 
M

e
m

o
ry

Case for uniform accesses

PEPE PEPE PEPE PEPE

Local Memory

SIMD with
many-bank local memory

SIMD with
single-bank local memory

20
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Multi/Many-Bank Local Memory - Cont.

 Many-bank memory mitigates load/store bottleneck
 Improve PE activity with lower cost 
 10% overhead for the case of IMAP-CE & IMAPCAR (128PE) design

M

PEPE PEPE PEPE PEPE

MMMMMMM

PEPE PEPE PEPE PEPE

1 cycle for All PEsMany cycles needed for All PEs

Lo
ca

l 
M

e
m

o
ry

SIMD with
many-bank local memory

Repeat

Case for non-uniform accesses

SIMD with
single-bank local memory

21
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Multi-bank Local Memory Use Cases

Horizontal type

Slope type Autonomic type

PE

RAM

PE

RAM

PE

RAM

PE

RAM

PE

RAM

PE

RAMRAM RAM

PE

RAM

PE

RAM

PE

RAM

PE

RAM

PE

RAM

PE

RAMRAM RAM

PE

RAM

PE

RAM

PE

RAM

PE

RAM

PE

RAM

PE

RAMRAM RAM

Folding type

PE

RAM

PE

RAM

PE

RAM

PE

RAM

PE

RAM

PE

RAMRAM RAM

: pixels on a line

22
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PE PE PE

PE PE PEPE PE PE

PE PE PE

+ Propagation

PE PE PEPE PE PE

+ +
PE PE PE

x2
Rotation in 90 degree

Thinning

Labeling

Multi-bank Local Memory Use Cases - Cont.

23
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Toward 2nd Gen. CV Accelerators (approx. 2009～)

 Evolution of infrastructure, CV algorithm and applications
 OpenCV 1.0 (2006), 2.0 (2009)

 Application and sensor evolutions

– ADAS, UI (Kinect), AR, computational imaging, ...

 New CV algorithms (V&J, Boosting, HoG, SIFT, SURF, .... )

– Need more control and/or memory access irregularities

Lane Departure
Warning

Personal
Mobility

Safe Powered Suits
All-around Integrated
Driving Assistant

Networked ITS

Natural UI

Interpreting
Camera

Gaming UI
Intelligent Focusing

AR Display

Surveillance

7 © 2010 Re nesas Electronics Corporation.  All rig hts re serve d.

翻訳モード（英語） 解説付き

[       ]

泡立てたミルクをトッピングした
エスプレッソ

20102005 2015 2020

Computational
Imaging

Collision
Warning

Sign Detection

Home Appliance UI

OpenCV
1.0

Kinect

24

User Experiences

Security and Safety
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2nd Gen. CV Accelerator Design Space

 Way to address the issues
i. Introduce purpose built circuits (i.e. wired logic circuits)

ii. Introduce more sophisticated controllers

iii. Combination of  i.  and  ii.

FUFU

FUFU

FUFU

FUFU

FUFU

FUFU

FUFU FUFU

FUFU FUFU

Local
Mem.

Local
Mem.

Local
Mem.

Local
Mem.

FU

FU

FU

FU

FU

Local
Mem. On-

Chip
D$
I$

CU

DMA

Non-
blocking 

DMA

Cheaper PE 
network

Highly parallel 
SIMD

Wired 
Logic

Circuits
and/or ?

Smarter 
networks ?

Smarter 
sequence 
control ?

i. ii.

Smarter 
DMA ?

25
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2nd Gen. CV Accelerator Case study

 XC series products and IP cores ( IMAPCAR2 [ ‘09], ... )
 Challenged the issues of highly parallel SIMD in low-cost

A) Smarter PE network

B) Smarter sequence control 

C) Smarter DMA 

SIMD

MIMDSIMT

Data access irregularity

Control flow
irregularityA) Smarter PE network

C) Smarter DMA
B) Smarter 
sequence 
control

1st gen. design
(～2008)

2nd gen. design
(2009～)

26
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A) Smarter PE Network

 Inter-PE ring network for neighborhood
 Inter-PE hierarchical ring network

 Data transit 8 PEs at a cycle to both direction
 64 parallel data transfer to arbitrary destination only in 7 cycle 

@64PE LPA

PE
0

PE
1

PE
2

PE
3

PE
4

PE
5

PE
6

PE
7

PE
8

PE
9

PE
10

PE
11

PE
12

PE
13

PE
14

PE
15

PE
56

PE
57

PE
58

PE
59

PE
60

PE
61

PE
62

PE
63

Ring of
Neighbors

Ring of
8PE group

Buffers
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Comparison with Other 2-D Network

0

10

20

30

40

50

60

70

16 64 256 1024

 Better performance without complex routing logic 
needed in 2D network (cf. NoC)

N: #PEs in processor
M: #PEs in a PE group

Max. Distance

Hier. Ring ((N/2)/M)+1

2D-square sqrt(N)-1

2D-octagonal sqrt(N)/2

M
ax

im
u
m

 P
E
 d

is
ta

n
ce

 (
h
o
p
s) Hier. Ring, M=8

2D-square

2D-octagonal

Lower
the 
better

Maximum PE distance

Hier. Ring,
M=16

N

Hier. Ring outperforms
1) 2D-square (if #PE<1024) 
2) 2D-octagonal (if #PE<256) 
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B) Smarter Sequence Control

 4 PEs dynamically reconfigures into a Processing Unit (PU)
 E.g. 64 SIMD PEs  into 16PUs (=16 MIMD processors)

 >10% of HW area overhead
 Data paths and RAMs are reused/reconfigured as FPU and caches

SIMD operation mode
Highly parallel SIMD PE array

SIMD PE Array

Multi-bank Local RAM

4PEs

MIMD operation mode

1PU

I$ D$

FPU

Dec/Ctrl

Parallel MIMD PU array

Dynamic
mode
switch

29
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Mode Switch Scenario

Search for ROIs Verify all ROIs

SIMD/MIMD 
mode switch

•Various positions
•Various sizes
•Various judgment conditions

Conventional CPU

Highly parallel 
SIMD

Execution time

e.g.) Pedestrian Detection

Expectable processing time 
reduction

in SIMD mode in MIMD mode

30
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Mode Switch Performance Example

 Up to 2x speedup by switching to MIMD

0

20

40

60
Searching for ROI (fit to SIMD)

Verification of ROI (fit to MIMD)

E
xe

cu
ti
o
n
 t

im
e 

(m
s)

Robust lane recognition Pedestrian detection

35%

53%

SIMD+MIMDSIMD only SIMD+MIMDSIMD only

31
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C) Smarter DMA

roiread

roiwrite

ROI
Ext. mem. PE/PU local mem.

d0
d1
d2
d3
d4

Cache lines・
・
・

CL0
CL2
CL3
CL4
CL5

・
・
・

CL1

Unused data

d1
d2
d3
d4

d1
d0

d4d4
d3
d2d2

d1d0d0
d1
d2
d3
d4

Cache lines・
・
・

CL0
CL2
CL3
CL4
CL5

・
・
・

CL1

Ext. mem. PE/PU local mem.

External
memory

(Ext. mem.)

d2
d4 d4d3d2 d1d0

 Asynchronous DMA engine for 
 ROI to/from continuous data transfer (e.g. for PyrLK optical flow, SIFT, SURF, .... )
 Random to/from continuous data transder (e.g. for Haar-like features)

ROI DMA behavior example

32
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ROI DMA Use Case Performance Example

 16PU performing Histogram 
Equalization against 256 
ROIs in MIMD mode

0

4

8

12

16

1 2 4 8 12 16

Number of PU

with ROI 
DMA

without 
ROI DMA

Speedup

 Speedup based on the use of 
ROI DMA in SIMD mode

1

3

5

7

9

11

4x1 16x4 16x1 1x16

ROI sizes

Speedup
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CV Accelerator Products and IP Cores

IMAPCAR(90nm)
128PE@100MHz
50GOPS/W

IMAP-CE(180nm)
128PE@100MHz
20GOPS/W

1990 1995 2000 2005 2010 2015

IMAP-VISION
32PE@40MHz 

Traffic monitoring 
systems

Precrash safety systems
Navigation systems

Reticle inspection 
systems Surveilance

systems

IMAP-1
8PE/chip
@25MHz

IMAP-2
64PE/chip
@40MHz

1st generation design 2nd generation design

and more

34

IMAPCAR2(XC: 90nm,55nm)
128,64,32PE@133MHz
100GOPS/W (55nm)

XC2(40nm)
32PE@160MHz
200GOPS/W 
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Specification of A Latest CV Accelerator Core (XC2)

0
5

10
15
20
25
30
35
40

cv
Di
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cv
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l

cv
Re
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cv
Ca

nn
y

cv
M
at
ch

Te
m
pl
at
e

XC2 160MHz

ARM 1.0GHz

millisecond

# of PE 32

Memory 4KB/PE

Freq. 160MHz

Process 40nm

Power 100mW

Die area 2.7mm2

Peak Perf. 51.2GOPS

Image: 512x512 grey

 Performance and power vs. a 1.0GHz CPU
 18x in average more performant
 >3x more power efficient

Typical OpenCV functions

35

Available SW environment

 Eclipse IDE and  graph based GUI tool

 >30 OpenCV compatible functions ready

 >100 proprietary CV functions ready
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3rd gen. design
(2013～)

??

Perspective Toward Next Gen. CV Accelerators 

 Incorporate MIMD multi/many-core ?

 Adding more smarter SIMD controllers ?

 More fixed function circuits ?

36

SIMD

MIMDSIMT

Data access irregularity

Control flow
irregularityA) Smarter PE network

C) Smarter DMA B) Smarter 
sequence 
control1st gen. design

(-2008)

2nd gen. design
(2009-)
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Outline

 Background 
 Anytime, everywhere CV apps
 Issues to be addressed for CV HW and SW

 Hardware Architecture for CV
 Approaches for performance and power 
 Case studies

 Software Framework for CV
 Approaches for performance portability
 Toward “open, efficient, and portable”

 Conclusions
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 Lack of open standard CV library
 OpenCV is currently the de-facto standard for research & prototyping

– Need modification for mobile and embedded use

– An issue which Khronos OpenVX is trying to cover

 Lack of adequate open standard accelerator language
 OpenCL : an industrial standard accelerator language

– However, lacks performance portability

Issue of Current CV Software Layer

38

?

?



©2012. Renesas Electronics Corporation, All rights reserved.

MPSoC July/2013

Pros and Cons of OpenCL

 Supported by major vendors (Apple, Intel, AMD, NVIDIA, ... )

 Cross-platform

 A hierarchical memory model (MM) is exposed to programmers
 Good for tuning code for each target

Not performance portable

(a) Shared MM (b) Distributed MM (c) Hierachical MM

PE

G
lobal 

OpenCL MMTypical Multi-core CPU MM

39

Private

Private

Private

Private

PE

PE

PE

PE

G
lobal 

Private

Private

Private
Private

PE

PE

PE

Local
PE

Local

G
lobal 

Private

Private

Private
Private

PE

PE

PE

Local

Local

Local

Local

: MM abstraction range 
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Target Dependency vs. Performance

 Exposing the MM : losing performance portability

 Not exploiting the MM : losing performance

0

5

10

15

20

25

30

35

40

OpenCL/CUDA OpenMP

Memory h ie rarchy

Data sharing
Synchron ization

Paralle l reg ion

Number of items need to be rewritten 
when porting a face detection C code for 

performance [Cho ‘10]   

MM related 
rewritten 
item counts

40

OpenCL-C code that tells 
the essential algorithm

OpenCL-C code tuned for 
performance by using local 
and private memory

Clarity is lost, 
however, achieves 

better performance
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Can We Do it Like this (in the Context of CV) ?
Essential algorithmic kernel

+

Essential algorithmic kernel

Some kind of target 
dependent description ?

Mixed  by  target 
dependent  code

(Approach of OpenCL)
GoalGoal

New SW 
Framework

41
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Related Works

 Run-time approach ([AC-FW ’11]) 

 MM opaque code (C subset)
 Data set attribute
 Run-time manager

Vendor CV 
Accelerators

Data set 
Attributes 

(DA)

Vendor CV 
Accelerators

New language Schedule code

Binary

C subset

Binary
Interpreted 
at run-time

Run-time manager

Interpreted at 
compile-time

 Compile-time approach([Halide ’12])

 MM opaque code (new language)
 MM aware schedule code

AC-FW: Automated Chaining Framework
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Algorithmic features Target dependent partCompiler input
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AC-FW : DA (Data-set Attribute) as Algorithmic Features

 Dividing (or Tiling) attribute

 Neighborhood size attribute

neighborhood data

neighborhood 
size

 Ordering attribute

43

Need whole column

image data

Need whole rowNo restriction

No order 
constraints

Need specific tile size

image data
image data
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AC-FW : The Run-time Manager

Apply frequently used 
optimizing techniques

DA derived from memory access 
pattern of the algorithm

• Divide data into tiles 
• Asynchronous DMA
• Pipelining
• ......

Taking into account target HW 
features:

• Number of cores ...
• Private memory size ...
• Local memory size ...
• Global mem. acc. latency ...
• ....

Run-time manager
A run-time having  better 
knowledge about the target 
HW than the programmer

Essential 
algorithmic kernel
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Target independent descriptions
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AC-FW : Control and Data Flow 

Control
(Host side C code)

Compute
(OpenCL-C subset code)

R
u

n
-tim

e
m

a
n

a
g

e
r

User provides 
the DA of each 

data set

EMEM
(Global memory)

The run-time manager 
automatically divide data set 

(into tiles) and chain
operations

 The run-time manager tiles data transfer, chains kernels and 
repetitively invokes per tile operation 

IMEM
(Local memory)

45

The run-time manager repetitively 
invokes per tile operation
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 Tiling : Reduce waiting time due to access latency
 Chaining: Reduce memory bandwidth 

AC-FW : Automated Chaining

46

A) w/o 
Tiling

B) Tiling
(+ async. 

DMA)

C) Tiling + 
Chaining

Off-chip (global) memory traffic 
On-chip (local) memory traffic

Local (fast on-chip memory space)

chained nodes

imageA

imageA imageDimageB image C

off-chip 
memory

imageA imageDimageB imageC

imageD

CV Task
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Run-time Manager Design Example for OCL Devices

Host CPU

OpenCL host C API

OpenCL Devices

Kernel entry point
in OpenCL-C

(OpenCL-C)
user kernel code

Host side

OpenCL 
device side

run-time 
manager

Hardware

Hardware
(Host)

Software

 Run-time manager generates host C API calls
• Decide the best work-item size

47

 Run-time manager generates kernel entry point OpenCL-C code
• Chain consecutive user kernel code 
• Exploit the use of local memory
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Non-Trivial OCL Device Dependent Optimizations

 Each target requires different work-item size decisions

 Each target requires different local memory usage strategy

a. NVIDIA Quadro FX3700 (14*8PE) 
@500MHz, OpenCL@CUDA SDK 3.2

b. Intel Core(TM) i5-2400 @3.10GHz, 
Intel OpenCL SDK 1.1

Global item sizes :
Local item sizes :  

48

Case study of a 3x3 image convolution (image: VGA size)

millisecond millisecond

Global item sizes :
Local item sizes :  
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Run-time Manager Overhead Case Study

 Fixed overhead occured by scenario decision

 Overhead occured per user kernel call (data copy etc.) 
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(b) Ratio of the overhead 
against total processing time 

0
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Cycle count
Iteration managing cost
Scenario decision cost

Launching time of user kernel 

(a) Overhead composition of the run-
time manager

O
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d 
ra
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Overhead is small (< 5%) 
even for simple user kernel
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Graph Based GUI Environment for AC-FW

Library node

User node

 DA is pre-registered for each pre-defined library node

 User defines DA of each user-node

 Node tiling is automated by the run-time manager

Panel for DA setting
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Outline

 Background 
 Anytime, everywhere CV apps
 Issues to be addressed for CV HW and SW

 Hardware Architecture for CV
 Approaches for performance and power 
 Case studies

 Software Framework for CV
 Approaches for performance portability
 Toward “open, efficient, and portable”

 Conclusions
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Toward Open, Efficient, and Portable CV SW

CG (Computer Graphics)CG (Computer Graphics)

CV (Computer Vision)CV (Computer Vision)

1990

OpenGL1.0
(SGI IRIS GL)

NVIDIA: GeForc

VideoLogic: PowerVR

2000 2010 2020 2030

OGL
3.0

OGL
4.0

OGL
2.0

OpenVX1.0OpenCV1.0OpenCV
Beta

 Analogous with the CG evolution in early 1990s
 OpenCV bridged the gap between research and applications
 OpenVX V1.0 is coming up

52
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The Khronos OpenVX

 OpenVX is under design to serve as an 
open standard HW acceleration layer
 Specification before end of 2013
 Support graph execution
 Support a subset of OpenCV functions

53

http://www.khronos.org/openvx

OpenVX graph

Position of OpenVX

http://www.khronos.org/openvx
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Toward “Write Once, Performant Everywhere”

CV SW
developers

App. designer

CV Accelerators

worst at

Algorithm
(math formula, procedure)

HW specific 
techniques

good at 
CV ProgramCV Application

 Open standard CV library API
 Delivers fully tuned off-the-shelf CV techniques

 Open standard common C-subset + run-time manager
 Facilitates on-time delivery of latest CV technologies
 Run-time manager ensures an usable degree of performance

Before
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CV Accelerators

Algorithm
(math formula, procedure)

HW specific 
techniques

CV ProgramCV Application Standard CV 
library API
Standard CV 
run-time API
(e.g. AC-FW)

Vendor HW 
drivers

Run-time 
manager

After

good at 

SW

HW
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Outline

 Background 
 Anytime, everywhere CV apps
 Issues to be addressed for CV HW and SW

 Hardware Architecture for CV
 Approaches for performance and power 
 Case studies

 Software Framework for CV
 Approaches for performance portability
 Toward “open, efficient, and portable”

 Conclusions



©2012. Renesas Electronics Corporation, All rights reserved.

MPSoC July/2013

Conclusions

 Perspective of CV accelerator designs

 “FU rich, CU poor” configuration is a necessity 

 Design smarter CUs under the context of CV

 Case study of a series CV accelerator design

 Perspective of next generation design 

 Perspective of CV software framework

 Approaches to address the performance portability issue 

 AC-FW as a case study

 The coming Khronos OpenVX V1.0

 Toward “write once and performant everywhere !”
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