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Subsystems of Multiprocessor System-on-Chip

 Computation: process data, implement major functions

 Control: coordinate all the subsystems

 Memory: temporally store data, instructions, and system status

 Communication: transfer data, instructions, and other information inside, 
into, and out of an MPSoC 

 Support: maintain appropriate operating conditions, such as power supply, 
clock, temperature, etc.

 Can physically overlap
 E.g. computation and control

 There are grey areas
 E.g. communication interfaces
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Transient Threats to MPSoC

MPSoC is susceptible to various transient threats
 Soft errors, power/ground noise, etc.

 Due to smaller feature sizes, narrower noise margins, larger transistor 
numbers, and wider usages

 Result in unpleasant user experiences and even serious dangers

 Traditional solutions use rigorous designs for worst 
cases
 Reinforced devices and circuits, triple modular redundancy, etc. [1]~[3]

 Substantial performance, power, and area overheads

 Is it possible to make MPSoC more resilient with a low 
overhead?
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Sensor Network on Chip Overview

 Root of the problem
 Traditional solutions are often designed for worst cases

 Worst cases only account for a small portion of MPSoC runtime

 Increasingly difficult to determine worst cases

 Sensor network on chip (SENoC)
 Detect transient threats at run time

 Mitigate transient threats adaptively and collaboratively

 HW-SW collaborations to reduce cost
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Case Study: Soft Error Tolerance

 Soft error is caused by high-energy particles or 
electromagnetic interference
 State inversions in registers or memory elements

 Or indirectly through glitches propagating across 
combinational logic

 Existing solutions 
 Hardware-based solutions [3]~[7]

 Reinforced gate/circuit, micro/macro-architecture, triple modular 
redundancy

 Software-based solutions [8]~[12]

 Spatial/temporal redundancy of process/thread, task, code 
block, instruction

 Large power, performance, and area overheads
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SENoC HW Architecture Overview

On-chip sensors
 Embedded inside and between PUs

 Measure various parameters, such as voltage

 Automatically report special conditions

 Report normal conditions by requests

 Node agents
 Preprocess and compress info from local sensors

 Report info to other agents and TCU

 Analyze info from other PUs and TCU

 Task control unit
 Issue tasks onto PUs and coordinate PU actions

 Adjust the scheduling assumptions based on node agent reports
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SENoC HW Architecture Overview

 Soft error sensor
 Shadow flip-flop with a delayed clock

 Effective for detection of soft error occurred on 
combinational/sequential logics

Network-on-chip
 Serve as the communication backbone

 Integrate node agents with NoC routers

 Use virtual channels to ensure timely delivery
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Two-stage Task Scheduling

 Static mapping and scheduling at 
design time
 Performance optimization for normal conditions

 The complexity of the algorithm can be high

Dynamically adjust schedules at run 
time
 Roll back faulty tasks

 Minimize soft error impacts

 The complexity must be low for runtime 
executions

Static Scheduling and Dynamic Adjustment (SSDA)
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Static Scheduling and Dynamic Adjustment (SSDA)
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Protocols to Mitigate Soft Error

HW detection

 SW mitigation

 PU, agents, TCU, NoC
work together
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Performance Degradation at High Altitudes

Cosmic ray flux levels at different altitudes are 
based on JEDEC JESD89 standard

About 2X performance improvement

 Performance degradation is small within civil and 
general aviation altitudes
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Cost and Scalability

 Power overhead is less than 5%

 Area overhead is small

 TCU scalability is linear

RouterTCU
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Case Study: Power/Ground Noise in 3D MPSoC

 On-chip power grid is noisy

 P/G noise is a major concern of 
low-power MPSoC

 SENoC is used to minimize the 
impacts of P/G noise caused by 
power gating
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Power Grid Model 
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PU and Cache States
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Performance and Scalability
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Energy Efficiency and Scalability
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Summary

 SENoC is a systematic method to detect, report, and mitigate 
transient threats at run time

HW-SW collaboration is the key for SENoC to achieve better 
performance with lower cost

 SSDA helps to effectively optimize performance at run time

 Two case studies show that SENoC outperforms traditional solutions
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