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= Computation: process data, implement major functions

= Control: coordinate all the subsystems
= Memory: temporally store data, instructions, and system status

= Communication: transfer data, instructions, and other information inside,
into, and out of an MPSoC

= Support: maintain appropriate operating conditions, such as power supply,
clock, temperature, efc. MPSoC

= Can physically overlap

= E.g. computation and control

» There are grey areas
= E.g. communication interfaces
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= MPSoC is susceptible to various transient threats

= Soft errors, power/ground noise, etc.

= Due to smaller feature sizes, narrower noise margins, larger transistor
numbers, and wider usages

= Result in unpleasant user experiences and even serious dangers

= Traditional solutions use rigorous designs for worst
cases

= Reinforced devices and circuits, triple modular redundancy, etc. [1]~[3]
= Substantial performance, power, and area overheads

= |s it possible to make MPSoC more resilient with a low
overhead?
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= Root of the problem

= Traditional solutions are often designed for worst cases
= Worst cases only account for a small portion of MPSoC runtime

= Increasingly difficult to determine worst cases

= Sensor network on chip (SENoC)
= Detect transient threats at run time
= Mitigate transient threats adaptively and collaboratively
= HW-SW collaborations to reduce cost
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= Soft error is caused by high-energy particles or
electromagnetic interference

= State inversions in registers or memory elements

= Or indirectly through glitches propagating across
combinational logic

= Existing solutions
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= On-chip sensors
= Embedded inside and between PUs
= Measure various parameters, such as voltage
= Automatically report special conditions
= Report normal conditions by requests

= Node agents

» Preprocess and compress info from local sensors
= Report info to other agents and TCU
= Analyze info from other PUs and TCU

» Task control unit

= |ssue tasks onto PUs and coordinate PU actions
= Adjust the scheduling assumptions based on node agent reports
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= Soft error sensor

Shadow flip-flop with a delayed clock

Effective for detection of soft error occurred on
combinational/sequential logics

= Network-on-chip
= Serve as the communication backbone
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Integrate node agents with NoC routers
Use virtual channels to ensure timely delivery
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= Static mapping and scheduling at
design time
= Performance optimization for normal conditions
= The complexity of the algorithm can be high

= Dynamically adjust schedules at run
time
= Roll back faulty tasks
= Minimize soft error impacts

= The complexity must be low for runtime
executions
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Algorithm 1 The offline static load balanced
mapping and static order scheduling algorithm

Require: application graph G(V. E),architecture P
1: time=0,sl =0
2: scheduleLength = GetScheduleLength(G)
3: while s/ < scheduleLength do

4:  readyQueue = UpdateReadyQueue()

5:  for each task v in readyQueue do

6: if v is already mapped to m(v) then

7 selected Proc = m(v)

8 else

9: minWeight = oo

10: for each processor pin P do

11: if w(v,p) < minWeight then

12 selectedProc = p

13: minWeight = w(v, p)

14: end if

15: end for

16: m(v) = selectedProc

17: end if

18: s(v, selected Proc) = GetOrder(selected Proc)
19: procAvailTimes = GetEarliestAvailableTimes(P)

20:  end for

21:  time = TimeAdvance(procAvailTimes)
22: sl = FinishTaskExecution(()

23: end while

24: return mapping M, schedules S
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Algorithm 2 The light-weight online dynamic
scheduling adjustment algorithm
Require: application graph G(V, E),architecture P,
mapping )/ (V, P), static order schedules S(V, P, N)
1: for each processor p do
2:  if p reports free then
v = NextTask(p, S)
while v is not ready do
v = NextTask(p, S)
end while
Schedule v on p
Update st(v)
end if
10:  if p reports processor state then
¥ Update st(v)
12: endif
13: end for
14: return makespan and schedule table st(V)
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= HW detection
= SW mitigation

= PU, agents, TCU, NoC
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= Cosmic ray flux levels at different altitudes are -
based on JEDEC JESD89 standard ‘ pT—

_~—MESOSPHERE

= About 2X performance improvement

= Performance degradation is small within civil and
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= Power overhead is less than 5%
* Area overhead is small N S,
= TCU scalability is linear s o
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= On-chip power grid is noisy

— _=__processing units
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processing
units

on-chip
memories
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Receive task assignment

Handshake with victims, wake up
memory, and report to CC

Task completion and a
new task is ready

Report to CC

/—\ . . /\ Receive alert command
Receive task assignment )AIert handling and report to attacke

r
Power on PU after receiving confirmations|  Active Sensors detect the safe Hold
from victims and confirm power-on to CC voltage for memory and PU

Task completion and no

eport to

andshake with victims, slee
memory and report to CC

Active

Receive task assignment

/ m
[49]
()]

Send reportto CC \_/

Py

% g = % 28 I:‘U ::)U o

32583 28 |8

o £l = © 3@ (o

3nlc ® 3 gl< -

3 & = g g9 $ gmo

2222288 |3

2 3 = & o =[° g 5

o 5glPag 3 _|o o

s 2o 3 2 glo ol8

S 23763883 N E!

© Receive alert command %< g = § g é % o

Alert handling and report to attacker Qo™ 8 =] o

Free g . Idle o7 — 4> '

Sensors detect the safe voltage for memory and PU

xI
)
Q->

4 Send report to CC

7/10/2014 Jiang Xu (HKUST) 15



N
o

2 = © = w/o power gating , -0
= , == stopgo '1_,,-‘"

c _-'-SIR '.,#"' #
Q ,

"5 =il | timeout _1-~"‘“". '__.u"

@ =& proposed . -

> ' -

L 1.9 -"'”lin .-V"

g

©

=

(o]

p

U'Ex-ﬂl 5x5 6x6 7 8x8

7/10/2014 Jiang Xu (HKUST) 16



N W A O
o o o o

4
L]

Normalized Energy Consumption

7/10/2014

= ©=w/o power gating
== stopgo

=¥=SIR

vl ' timeout

=& proposed

-‘n
-i"'*t
*"a
A
a° -”
-’ .‘.#
"H'T' -I-' a
- v‘ -
s - EEEE A o |
-E - *-"---
- - Lo
- - R . S

Qx-'i 5}1{5

Jiang Xu (HKUST) 17



= SENoC is a systematic method to detect, report, and mitigate
transient threats at run time

= HW-SW collaboration is the key for SENoC to achieve better
performance with lower cost

= SSDA helps to effectively optimize performance at run time

= Two case studies show that SENoC outperforms traditional solutions
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