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 Definition:
– Software Defined Networking

(SDN) is a network architecture
where control is decoupled from
forwarding and is directly
programmable. (ONF, 2012, p.
7)

 Open Networking 
Foundation (ONF) has 
dedicated to the promotion 
of SDN since 2011
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Software Defined Network

A Network Device stores 
instructions from the controller 

in a flow table.
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Matching Inside a Flow Table



SDN Benefits and Issues

 Benefits
– Reduced Network Complexity
– Higher rate of innovation
– Better user experience

 Issues
– Network reliability
– Communication latency and bottleneck between 

switch and controller
– OpenFlow switch forwarding speed✔
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OpenFlow Switch

 Definition
– An OpenFlow switch is a software program or 

hardware device that forwards packets in a software-
defined networking (SDN) environment.

 Categories
– Hardware switch

• Extreme Networks – BlackDiamond X8
– Software switch

• Open vSwitch (OVS)
– Whitebox switch[1]

• Pica8
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White Box Switch Architecture (Pica8)



Motivation

 Whitebox switch can do million packet 
lookups / sec [2]

 Future switches require billion packet 
lookups / sec
– Whitebox switch’s performance is lower than the 

requirement
 Goal

– Improve the white box switch performance without 
modifying the search engine
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Related Research

 Cache memory design for network 
processors [3]

 Accelerating openflow switching with 
network processors [4]

 Using hardware classification to improve PC-
based OpenFlow switching [5]

 Engineered Elephant Flows for Boosting 
Application Performance in Large-Scale 
CLOS Networks [6]
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Locality in Network Traffic

 Previous researches indicated:
– Network traffic has temporal locality
– Using cache memory for NP can accelerate long-lived 

(elephant) flows
 Little attention has been paid to spatial 

locality
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Analysis

NetFlow Records from Tsing Hua Campus Netwrok
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Observation

 We can group flows according to their 
source ports
– A kind of spatial locality

 New design idea
– Per-port cache

• Based on the spatial locality
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Per-Port Cache

Central Cache

Per-port Cache



Per-port Cache Implementation

 We employ a Whitebox Switch simulation 
equipped with our per-port cache

 Whitebox Switch
– Hardware Datapath with Per-port Cache

• Modify from an NIC Verilog project in NetFPGA
– Software Search Engine

• A C-based Open vSwitch
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Hardware design - NIC
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Hardware design – Switch

Per‐port cache inside
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Port Processor Behavior



White Box Switch Co-Simulation

 Hardware module 
– Simulated using ModelSim

 Software search engine
– Open vSwitch

 Bridge
– Inter-process communication(IPC) message
– TAP devices

• A virtual net device collecting network packets.
– SystemVerilog

20 January 
2017 18



Co-Simulation Architecture
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Open vSwitch Behavior
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Experiment Setup



Measurement
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Experiment Parameters

 Cache Configuration
– Cache size and replacement policy.

 ✔Traffic Pattern
– ICMP packets. (By Ping)

 ✔Topology
– Equal cost-multi path(ECMP) and Tree topologies
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Traffic Pattern

 Understanding data center traffic 
characteristics (T. Benson et al. in 2010)

 Parameters of flow
– Inter-arrival Time
– On-Period
– Off-Period

 Lognormal distribution
– , 	 . 	 	 .

• Most values before saturation are between 1 to 10 (s)
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Network Topology - Tree
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 Tree
– Widely used in 

campus network
– Easy to understand
– Good scalability

 We use this  topology 
as our simulated 
network

Focus switches



Network Topology - ECMP

 Equal Cost Multi Path (ECMP)
– Widely used in data center
– Routing algorithm is simple
– Easy to do utilization

 We use this  topology as our simulated network
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Switch we experiment on



Experiment Result Overview

 Hit rate as function of cache size (4)
 Average hit rate and cache size (1)
 Hit rates for different cache replacement 

policy (1)
 Average flow table access time (2)
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Switch 6 Hit Rate as Function of Cache Size

20 January 
2017 28

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

1 2 4 8 16 32 64

H
it 

ra
te

Cache size (# of entries)
Port-0 Port-1 Port-2 Port-3(root-leaf)

 Topology
– Tree

 Routing Algorithm
– L3 learning switch

 Traffic generator
– Ping

 Replacement policy
– LRU

① Hit rate increase with the cache size.
② Hit rate reach the limit when cache size is 8.

③ Port-3 has much lower hit rate than others.
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Switch 1 Hit Rate as Function of Cache Size
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① Hit rates saturate when cache size is 16.
② Per-port hit rates reach 0.9 when cache size is 16.

③ Switch 1 needs larger caches than switch 6.
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Switch 0_2_1 Hit Rate as Function of Cache Size
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① Hit rate increase with the cache size.
② Hit rate reach the limit when per-port cache size is 8.

③ Port-2 has no packet in due to the controller.

 Topology
– ECMP

 Routing Algorithm
– Spanning tree (Hash)

 Traffic generator
– Ping

 Replacement policy
– LRU
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Switch 4_1_1 Hit Rate as Function of Cache Size
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① Hit rates saturate when cache size is 64.

② Core level switches need larger cache because 
more flows forwarding through it.



Average Hit Rate vs. Cache Size
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Hit Rates vs Replacement Policies
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① LRU is more suitable for the per-port cache.



Average Access Time for Ping Traffic
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① Avg. access time can be decreased.
② If per-port hit rates are not high enough, miss penalty may

increase the avg. access time.
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Average Access Time for iperf Traffic
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① ECMP topology deals better with the iperf
traffic generator.



Summary

 Network flows have spatial locality
 Traffic pattern and cache replacement policy 

affect the per-port cache performance
– LRU is suitable for our per-port cache design

 Our per-port cache design can significantly 
improve the switch performance with little 
overhead
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Future Work

 Routing policy has potential to affect per-
port cache performance

 Distributing different entries size to per-port 
cache may be reasonable

 Building a real test bed to receive more 
accurate information
– With NetFPGAs
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