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AI Memory Challenge

Model Size versus AI accelerator memory capacity

Source: AI and Memory Wall/Medium Post 

Source: McKinsey, March 2024 

▪ DRAM increase due to generative AI larger than logic increase

Memory Bandwidth

additional Logic Fabs: 3 - 9

additional DRAM Fabs: 6-18 (ambitious)



AI Memory Challenges - Energy

Source: TSMC

Training CHAT-GPT3 (175B parameters)

▪ 10,000 Nvidia V100 Cores (Microsoft Datacenter)

▪ 15 days training

▪ 1287 MWh: 552t CO2

▪ Equivalent ~ 3 jet place CO2 round trips San Francisco/New York

▪ Large source of energy consumption is off-chip memory access



Nvidia GPUs Throughput

▪ Large portion of GPU’s throughput increase by utilizing low bit-width compute cores

▪ GPUs equipped with cores for different data formats (int8, int4, FP4, FP8, FP16, FP32, FP64) → large area

▪ Inference: low precision data formats well investigated, but not for training

2~3 Year Doubling 9~10 Month Doubling



Low Precision Formats for DNN Training

▪ Mantissa width has minimal impact on accuracy (FP32, TinyFlaot)

▪ Significant accuracy drop with 5-bit Exp (FP16)

▪ Exponent width can not be reduced due to the dynamic range demands of DNN training

Exp-
Size

Mantissa 
Size

Min Max

FP32 8 23 1.40e-45 3.0e38

FP16 5 10 5.96e-8 6.5e4

BFloat16 8 7 1.0e-38 1.0e38

TinyFloat12 7 4 1.35e-20 8.64e18

FP8 5 2 3.09e-5 6.0e4
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8-bit Floating Point Quantization (introduced by IBM)

FP8 range : 3.09e-5 ~ 6.0e4

▪ MobileNet backward pass activations range: 1.0e-40 ~5.0e-1

▪ FP8 range cannot cover the range requirement of DNN training

▪ Possible solution: scaling data to FP8 range

Challenges

▪ FP8 state-of-the-art relies on scaling data to the FP8 representable region using offline experiments 

with the trained model

▪ NVIDIA presents online scaling in the latest GPUs, but the details of the methodology is not publicly 

available

▪ Scaling operation requires multiplication and division 



Adjusting FP8 data format 

Idea: consider Bias as a variable instead of constant=15

▪ Instead of scaling we shift the data

▪ No multiplication/division necessary

Bias = 15 → mismatch of dynamic range

Bias = 31 → match of dynamic range

How to calculate the bias online?



Online Bias Calculation

Epoch <4:
Start Training 
with FP32/16

Sampling DNN 
Perform Statistical 

Analysis for Bias

Epoch >4
Switch Training to FP8 

with detected Bias

time/
epochs

▪ Data range remains quite stable -> initial epochs are sufficient for bias calculations

▪ Median is used for bias calculations since it has robustness to outliers

▪ Warm-Up phase with FP32 or FP16 to calculate biases



Implementation and Compatibility with HW Platforms

▪ Online monitoring and compression/decompression integrated into the DRAM memory controller

▪ Low complexity median calculation unit

▪ No modification of compute core necessary

22nm FDSOI technology



Results/Accuracy

▪ Accuracy comparable with FP32 data format



Results/Energy
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▪ DRAM energy saving 3x compared to FP32



Results/Energy

11

▪ DRAM energy saving 3x compared to FP32
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