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A Well-Known Story: Big Data in Motion

Obama the warrior

Misgoverning Argentina

The economic shift from West to East
Genetically modified crops blossom
The right to eat cats and dogs

The ta deluge

AND HOW TO HANDLE IT: A 14-PAGE SPECIAL REPORT
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By 2015 the number of networked devices will be
double the entire global population. All sensor

data has uncertainty.
100
90 The total number of social media accounts exceeds
80 ° the entire global population. This data is highly .
; uncertain in both its expression and content. ’
’
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§, Data quality solutions exist for enterprise
40 data like customer, product, and address
30 3 data, but this is only a fraction of the total
< enterprise data.
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»The Promise and Prejudice of Big Data in Inteligence Community*,
K. Jani, Georgia Institute of Technology, October 26, 2016



»Hey, ChatGPT ...

... how to visualize the mutual dependencies
between microelectronic advancements and

staggering networking demands?”
¢ “...in 3D please!”

Evolution

6G — Internet of Things (10T) revolution; huge impact on

) ; ] - > 1Tbps
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Let’s quantify some challenges for high-speed NICs

The required processing capacity of NIC depends on:

@ Packet rate / Packet interarrival time

link_speed

—> packets per second (PPS) PPS = ,
packet_size
Link speed 40 Gbps 100 Gbps 800 Gbps
Size [Byte] 64 512 64 512 64 512
PPS [M] 78 9.8 | 195 24 | 1563 | 195
1/PPS[ns] | 128 | 102 | 51 41 0.64 | 51

Link Speed (b/s)
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LLet’s quantify some challenges for high-speed NICs

Header ProcesSing Ethernet Header

Src MAC Dst MAC SrcIlP  DstIP Src Port Dst Port

* Fixed header location allows simple parsing
= Common use-cases: routing, switching, IP/port-based firewalls, ...

Payload Processing i) MRS

= Common use-cases: application/session/user identification for
firewalls or bandwidth throttling, cryptology, intrusion detection, virus

scanning, ...

Header
Processing

Payload 16500
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Let’s quantify some challenges for high-speed NICs

I
Header | Payload 16500
8 Processing | Processing
Q The processing complexity of a networking function: . : 10000
o = I 7500
) ) 5 | 6000
-> instructions per packet (IPP) g 2000 |
5 75 200 109
L2 oo D :
: : . instructions T R N
— & 9 <& N ¢ & S g
Required processing capacity = PPS * IPP | pp— ] & s B & ¢
SNC AN (;53’&
NV N
o &
@ 1OOGbpS Source: Netronome
. . ackets instructions instructions
L2 Switching (64B): PPS * IPP = 195.313.0002 x 75 UCTIONS 14 6 x 190N
second packet second

g instructions IPSec (5128) - 403 * 10° instructions

second

Intrusion Detection (512B): 146 * 10

econd



TUTI

Let’s quantify some challenges for high-speed NICs

* AMD Ryzen 5 5600: 6 cores @ 3.9 GHz, 65 W TDP Networ.klng 100Gbps
Function
IPS =6 * x [PC ~ 23,4 * 10° instructions L2 Switchin 14.6 * 10°
- cores fclk core ™~ ’ second g . .
Intrusion 146 * 10
IPC ~ 1

core Detection

403 * 10°

L2 Switching \/ Intrusion Detection x X

IPSec @ 100Gbps would require 18 CPUs with a TDP of 1.1 kW!

*
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Let’s quantify some challenges for high-speed NICs
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» Multi- and manycore architectures help to achieve higher throughputs
= ... but complexity of network services grows faster than processor performance

Ref.: S. Gallenmiiller, P. Emmerich, F. Wohlfart, D. Raumer, and G. Carle. ,Comparison of Frameworks for
High-Performance Packet 10 In: ANCS '15



The ,,Bigger Context” of SmartNICs

With a Legacy NIC, this ,fraction” of
the SW stacks ,eats” the Server-CPU
compute performance!

Offload networking functions to SmartNIC
resources for ever increasing networking
demands

Typical functions of commercial SmartNIC:

® vSwitch offloading, NFV
® IPSec, SSL, Paket Filtering (DPI)

¢ Storage Protocol offload

oSt App | App
Software Stack B c ’ ’
ost node
App
A Network Functions
T4P4S Legacy NIC
DPDK | OS ‘
HyperNIC
Software St | PCI-E I Ethernet MAC
.......... | I
Network
Functions \ CPU Core(s)
~— HW Accelerators

Lean Runtime

HyperNIC

Memory

Co-Processors

Ethernet MAC

| Network
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The ,,Bigger Context® of SmartNICs

Performance and Energy Efficiency
= cope with very high data rates (up to hundreds of Gbps)

= |owest packet delay as possible

= low power consumption mm) Customized ASIC

“tf Flexibility

= adapt to evolving packet processing applications

= efficient resource sharing among network applications

‘ Programmable CPU / ASIP

Log FLEXIBILITY

Network
, Processing
+ |ISA extensions ~ /\

Log COMPUTATIONAL DENSITY = MIPS / mm?
Log ENERGY Efficiency = pJ / inst.

Source: T. Noll / H. Blume et al., ,Model-based exploration of
the Design Space for Heterogeneous System on Chip®, 2002
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State-of-the-art Network Processors
Netronome NFP-6xxx Flow Processor

216 programmable cores to execute software
— 96 packet processing cores for stateless processing
— 120 flow processing cores for stateful processing

g instructions

More than 300 * 10

second

100 hardware accelerators for
— DPI, regular expression matching
— Cryptography
— Hash calculation
— Packet 1/0, Queue Management

50 Gbps bulk cryptography

720 Gbps I/0

NFP-6xxx Netronome Flo

ARM11 Core Accelerators
256k L2 Cache RS S T LI

64k Cache
64k D Cache

Look-up Queue Bulk
Statstics CAM  Hash

12 Tbps Internal
Bandwidth
Pre-classifler

96

, Packet Processhg ,
( Cores l

Packet ‘nafﬂc
Modlﬂer Manager

Source: Netronome
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Network Processing Memory Bandwidth Requirements

IP packets (when processed “as usual’) ...
= ... traverse the memory interface at least 4 times! O

= Exceeds the peak streaming data rate of DDRx!

BW e = 4 - 100Gbps = 400 Gbps = 50GByte/s

Tace fijo Data BW,,ax
[ns] [MHz] width  [GByte/s]
DDR3-2133  21-26 1066 = 64 bit 17.0
DDR4-3200 | 25-30 @ 1600 & 64 bit 25.6
DDR5-5600 (~25) 2800 64 bit 44.8
HBM 3 3200 @ 1024 820 — L i
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Packet
reception

PE retrieves
packet from
memory

Packet
processing

PE write back
packet to
memory

Packet
transmission
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SASSMC Memory Controller Extension @feCoS

» Wrapper extension to standard Memory Controller

* Reduce average data access latency to main memory and
compulsory LLC cache miss accesses to main memory

*  “On the fly” encryption / decryption

of data in main memory SR
> DDR
» Strategies for pre-fetch / write back RAM
» Application profiling —
* OS / Hypervisor “hints” ' ‘
Flash
N

14



Yet another Challenge, ... the BIG ONE

World's eneygy production

arket dynamics li

ited' scenario
,000 ZIPS max

Compute Energy in J/year

2040

SRC, Decadal Plan for Semiconductors, Full Report, January 2021:
https://www.src.org/about/decadal-plan/

2050

The 11th International Symposium on Wireless Personal Multimedia Communications (WPMC 2008)
ICT ENERGY CONSUMPTION — TRENDS AND CHALLENGES

Gerhard Fettweis Emesto Zimmermann
Vodafone Chair Mobile Communications Systems, TU Dresden
Dresden, Germany
ABSTRACT
Many achievements of information society are based on the
and (ICT) systems - N B
are the core of today’s g¢ based society. ) global success of information technology which has been

in this area are adapted at tremendous speed and worldwide
use of ICT has soared in recent years. However, this
unprecedented growth comes at a price: ICT systems are
meanwhile responsible for the same amount of CO, emissions
as global air travel. If the growth of ICT systems energy
consumption continues at the present pace, it will endanger
ambitious plans to reduce CO, emissions and tackle climate
change. Increasing the energy efficiency of ICT systems is
thus clearly the major R&D challenge in the decades to come.

1. ICT MARKET TRENDS

Rarely have technical innovations changed everyday life as
fast and profoundly as the massive use of the Internet and
introduction of personal mobile communications. In the past
two decades both grew from niche market applications to
globally available components of daily life: The first GSM
phone call took place 1991 in Finland — only 15 years later
there were over 2 billion GSM users [1]. In November 2007,
every second inhabitant of this planet possessed a mobile
telephone [2]. In the same time span, the number of internet
servers rose by roughly a factor of 1000: from 376°000 to 395
million [3]. The driving force behind these two developments
was, and continues to be, "Moore's Law" (or rather the ITRS
roadmap), according to which both the processing power of
CPUs and the capacity of mass storage devices doubles
approximately every 18 months. This in turn renders the use
of ever more powerful ICT systems attractive for the mass

made possible by innovations in microelectronics. In the last
years, ICT systems have been responsible for the enormous
economic boom not only of former developing countries like
Taiwan, South Korea and Singapore, they have also been the
source of at least a fourth of the BIP growth of developed
nations like the United States [4] and the European Union [5].
Instead of opening up a "digital divide" between the first and
the third world, the use of ICT has so far lead to the opposite.

I ICT ENERGY CONSUMPTION TRENDS

The price paid for this enormous growth in data rates and
market penetration is a rising power requirement of ICT
systems — although at a substantially lower speed than
"Moore's Law".

3 —
Electricity cons. of

TWhlyear

2003/04  2004/05  2005/06

market. In order to be able to transport this
rising amount of available data to the user in an

B Vodafone D2 B Vodafone Group__|

time, the data transmission rates both in the (wired) internet
and wireless networks (including cellular, WLAN and
‘WPAN) have been rising at the same speed — by about a
factor 10 every 5 years, as illustrated in Figure 1.

Figure 1: Increase in power consumption of Vodafone’s
radio access network over the past years [7].

Both in server farms as core units of the internet [6], as well
as in mobile communications systems [7], a rise of the power
consumption of 16-20% per year can be observed in the last

to a doubling every 4-5 years, as
d by Figures 2 and 3. As result of this development,

server farms meanwhile consume approximately 180 billion
over 1% of the world-wide

Short links (1m)
10Gbis wanas,
7 prtsse
16ois WS iario) WLAN (fom) ¥
=1 =
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Figure 2: Development of data rates in wireless networks
over time. A ten-fold increase can be observed every five
years, coinciding with the speed of “Moore’s Law™

. ds to the typical
yearly electricity consumption of 60 million houscholds —
over a third of the number of households in the EU.

! Based on the data from [6] and a 20% increase for 2006 and
2007. World wide electricity consumption and production
data taken from [8].

G. Fettweis, E. Zimmermann, ,ICT Energy Consumption — Trends
and Challenges®, WPMC 2008.



Multi-Purpose SmartNICs

Offload compute node resources for ever

increasing networking demands:

Network and Node Resilience
® Low-latency network coding / FEC
¢ Reflex-based traffic steering

Energy Efficiency & Power
Management

® ecoNIC-based workload pinning

Host

App App
Software Stack B C )
Host node
App
A Network Functions
T4P4S Legacy NIC
DPDK | OS

HyperNIC
Software Stack | PCI-E | Ethernet MAC

Advanced .

Network

Functions CPU Core(s)

Lean Runtime HW Accelerators

HyperNIC

Memory

Co-Processors

Ethernet MAC

Network
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ecoNIC

® Combines traffic-dependent power management in OS / Linux
with priority-aware traffic steering / pinning in SmartNIC HW

(oo} (er) (@) (e ) o) (7)) feo o)

Pinning  ox: (9 i

@

Network

F. Biersack, M. Liess, €t. al.,

thresh _,—’TrI:ement feik

:. conf \q irable
®-LLLI decrement f.ix

\

Resource
Assignment

Priority

N User space

\ Kernel Space

1
1
1
1
Al

CPUFreq

[ondemand J [performance]

Core

P-state
Driver

rMJ Jrdmsz ()

J

Core 0 Core

1 Core N

“ecoNIC: Saving Energy through SmartNIC-based Load Balancing of Mixed-Critical Ethernet Traffic®, 27th Euromicro DSD, 2024.
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Networking Testbed @ LIS

Serveri

Server2

BUS

6G Testbeds TUM/TUD

CPU

MEM

PC1
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ecoNIC

- 0.3
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[0 performance + pin=ON [0 ondemand + pin=ON /1] ecoNIC C1 + pin=ON I ecoNIC C2 + pin=ON
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Take Aways ...

» High-speed / high-data-rate networks pose major technical challenges on the data plane
compute architecture

* Not only on provisioning sufficient compute performance / accelerators, ...
» equally on data movement and storage
* energy consumption

» Crucial relevance of ingress / egress wire-rate pre-/post-processing in NICs
« Offloading heterogeneous host processing (function repartitioning)
« Smart traffic steering and monitoring
« Energy saving and low-latency priority services are not necessarily contradicting goals

20
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